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Abstract

The brain is highly complex, and studying it requires simplifying experiments, analyses, and the-

ories. New techniques can capture more of the brain’s complexity while reducing biases in our

understanding of how it works.

This thesis describes experiments in primary visual cortex of anesthetized cat, using high-density

silicon multisite electrodes to simultaneously record from as many neurons as possible across all

cortical layers, thereby characterizing local cortical populations with minimal bias. Recordings were

maintained for many hours at a time, and included both spontaneous and stimulus-evoked periods,

with a wide variety of naturalistic and artificial visual stimuli. A new “divide-and-conquer” spike

sorting method translated correlated multisite voltages into action potentials of spatially localized,

isolated neurons. This method tracked neurons over periods of many hours despite drift, and

distinguished neurons with firing rates < 0.05 Hz.

Neuron physiology was reasonably normal and mostly agreed with accepted principles of visual

cortex, but there were exceptions. Surprisingly, firing rates across the population followed a lognor-

mal distribution, and 82% of neurons had mean firing rates < 1 Hz. Also surprisingly, orientation

tuning strength across the population was inversely correlated with log firing rate. Finally, there

was evidence for neural shift work: over long durations, as some neurons became silent, others

became active. To break down analyses by cell type, neurons were classified by their temporal

spike shape and receptive field.

Responses to repeated natural scene movie clips consisted of unique patterns of remarkably

sparse, temporally precise (20 ms wide), reliable events. Mean pairwise correlations between neu-

rons, as measured between trial-averaged responses to natural scene movies, were weakly positive.

Correlations between simple and complex cells were lower — and between complex cells were higher

— than expected, challenging the hierarchical model of complex cells. Cortical state was classi-

fied according to the local field potential, revealing greater natural scene movie response precision,

sparseness, and reliability during the synchronized than desynchronized cortical state, contrary to

reports in rodents.

The open-ended, inclusive, high-dimensional experiments and analyses described here make few

assumptions, potentially leading to more insightful theories of brain function than hypothesis-driven

research alone.
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MUA multiunit activity

NDsep N-dimensional separation metric

PC principal component

PCA principal component analysis

PFC prefrontal cortex

PPT pedunculopontine tegmenta

PSTH peristimulus time histogram

PSD power spectral density

PSP postsynaptic potential
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RAM random-access memory

REM rapid eye movement

RF receptive field

RGC retinal ganglion cell

RGP rigid gas permeable

RMS root mean square

RPV refractory period violation

S1 primary somatosensory cortex

SI synchrony index

SPC superparamagnetic clustering

STA spike-triggered average

STC spike-triggered covariance

STRF spatiotemporal receptive field

V1 primary visual cortex
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Note to Reader

Given the inherent limitations of extracellular electrophysiology, the terms “cell” and “neuron”

should be considered synonymous with “unit” throughout this thesis.

For Chapters 4–6, methods and results are combined within each main section, followed by a single

discussion at the end of each chapter.

Chapter, section, appendix, figure, table, and equation references in this document are active

hyperlinks, as are citations and abbreviations. The page numbers in the table of contents, lists of

figures and tables, and bibliography are also hyperlinked. Chapters, sections, and appendices are

bookmarked in the PDF.

A digital version of this document will be made available at http://mspacek.github.io.
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1 Introduction

“Brain cells fire in patterns.” — How the brain works, in 5 words or less.
Steven Pinker, The Colbert Report (2007)

From insects to humans, brains are incredibly complicated computational machines. They may

be the most complex systems in the known universe, and studying such systems is an exercise in

managing complexity. For most of neurophysiological history, much of this complexity has been

dealt with by, in essence, ignoring it. The technology to simultaneously monitor the activity of

multiple neurons is relatively new, so by necessity, the interactions between neurons — perhaps

the brain’s most powerful feature — were long unexamined. Low density short duration extracel-

lular recordings cannot distinguish between missing neurons and silent neurons, so again, partly

by necessity, low firing rate neurons have mostly been ignored. High dimensional naturalistic stim-

uli are more complicated than low dimensional artificial stimuli, so the latter were, until recently,

overwhelmingly used, and the responses to the former remain underappreciated. And finally, even

when asleep or lightly anesthetized, the brain is likely performing a multitude of different simulta-

neous tasks. Yet when characterizing neural activity in a supposedly controlled way, over seemingly

identical trials with identical stimuli or tasks, neural activity can vary substantially from one trial

to the next. This variability is often labelled “noise”, and is dealt with by averaging across trials.

Although convenient for the neurophysiologist, doing so ignores the reality that the brain functions

on a continuous basis. A brain’s life is one continuous single trial, and this thesis is an attempt to

treat it that way.

1.1 Background

Action potentials (spikes) are the currency of the brain. A spike allows one neuron to communicate

via its axon to thousands of downstream neurons the precise moment at which its membrane

potential threshold has been exceeded. Spikes are significant and energetically costly events (Attwell

and Laughlin, 2001; Lennie, 2003). They can be recorded intracellularly with an electrode placed

directly on or within the neuron’s cell membrane, or extracellularly with an electrode placed outside

but very near the membrane. Perhaps the first to isolate single spikes from single neurons (units)

were Adrian and Bronk (1928), who dissected away the phrenic nerve in anesthetized rabbit until

only one axon within the nerve remained intact. Removing all other possible transmitting axons

within the nerve allowed for unambiguous extracellular recordings from single motoneuron axons

using simple, relatively large brush electrodes placed on the nerve at either end of the dissection.

This revealed that single-unit firing rates of motoneurons in the spinal cord control the force of

diaphragm contraction critical to breathing. Hodgkin and Huxley (1939) later performed the first
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in vitro intracellular recordings (which guarantee single-unit isolation) using a blunt 100 µm wide

wire electrode inserted longitudinally into 500 µm diameter squid giant axon. This led to their

widely-used mathematical model of spike initiation and propagation (Hodgkin and Huxley, 1952).

However, if the goal is to record isolated spikes from neurons within the intact brain, removing

all other units to gain single-unit resolution or limiting oneself to squid giant axon is not viable.

Recording extracellularly but very close to the neuron’s soma or axon hillock, where its spikes are

generated, minimizes contamination by spikes from other nearby cells or axons. To further improve

single-unit resolution, extracellular recordings can be filtered into high- and low-pass frequency

bands. High-pass frequencies (> 300 Hz) capture most of a spike’s signal. Low-pass frequencies

(< 100 Hz), referred to as the local field potential (LFP), are the sum of synaptic (Lindén et al.,

2011) or spiking (Buzsáki et al., 2012; Reimann et al., 2013) activity of the wider neural population.

While not useful for single-unit isolation, the LFP can be used to monitor the overall activity of a

region of cortex (Katzner et al., 2009; Kelly et al., 2010; Harris and Thiele, 2011).

Recording either intracellularly or extracellularly directly from intact neurons requires very

fine micron-scale electrodes with high input impedance, such that they do minimal damage and

do not perturb the very currents and potentials they measure. For extracellular electrodes, high

impedance also rejects the noisy extracellular signal from the multitude of neurons located further

away from the electrode. The first such microelectrodes were fine (25 µm tip) glass micropipettes,

used by Renshaw et al. (1940) to extracellularly isolate single units in intact, anesthetized cat

hippocampus. Ling and Gerard (1949) used even finer tapered (< 1 µm tip) glass micropipettes

intracellularly. These were fine enough for the cell membrane to seal around them after insertion,

minimizing damage.

Glass micropipettes have the advantage of being easily shaped under heat and tension (pulling)

to form very fine tips, but they are brittle and delicate. Wire electrodes are more durable, but

were difficult to sharpen. Hubel (1957) developed a way of electrolytically sharpening the tips of

insulated tungsten wire down to < 0.5 µm, and Green (1958) did the same with stainless steel wire.

Sharp wire electrodes allowed for larger scale single-unit investigations, revealing retinotopically

organized, localized, oriented, direction selective receptive fields (RFs) of single units in cat and

monkey primary visual cortex (V1), as well as the existence of visual stimulus feature maps across

the surface of V1 (Hubel and Wiesel, 1959, 1962, 1968).

Hubel and Wiesel also found that single-unit RFs in V1 could be categorized into two types:

simple and complex (Hubel and Wiesel, 1962). Simple cells have oriented RFs with alternating,

spatially distinct on and off subregions. This gives them spatial phase preference for light and dark

oriented stimuli. Complex cells have spatially overlapping subregions, and are therefore invariant

to spatial phase, but they still maintain orientation preference, making them slightly more general

than simple cells. To explain this, Hubel and Wiesel proposed a hierarchical model in which complex

cells pool from many different simple cells with similar orientation preference but different spatial

phase preferences, resulting in spatial phase invariance (Figure 6.20A). This has been the dominant
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model of complex cells ever since.

The next major advances in recording technology were stereotrodes and tetrodes, which consist

of twisted pairs or tetrads of insulated sharp wire electrodes, respectively, with tips spaced about

25 µm apart (McNaughton et al., 1983; O’Keefe and Recce, 1993; Wilson and McNaughton, 1993).

Increasing the number of closely spaced electrodes improves single-unit isolation by sampling the

extracellular potential at multiple points in space, thereby increasing the chance that spike-induced

extracellular potentials from even the most closely spaced neurons will appear sufficiently different

on at least one electrode channel to separate their (multichannel) spike waveforms (Gray et al.,

1995; Harris et al., 2000). However, this benefit comes at the cost of added complexity. Detecting

extracellular spikes above noise and separating spikes from multiple neurons (spike sorting) is

challenging enough. Doing so for many closely spaced electrode sites with correlated voltages is

even more difficult.

Contemporary use of tetrodes often combines many of them into a circular or conical array,

such that they all point toward the same region of neural tissue (Wilson and McNaughton, 1993;

Jog et al., 2002; Battaglia et al., 2009; Voigts et al., 2013). The depth of each tetrode is individually

controlled via independent screw drives, each of which is adjusted to maximize its single-unit yield.

Tetrode arrays increase yield by simultaneously recording from many more neurons than a single

tetrode. However, tetrodes in an array rarely, if ever, come close enough to one another to isolate

spikes from the same or immediately neighbouring neurons, and their relative positions are difficult

to infer. Therefore, tetrode arrays cannot fully sample a contiguous volume of brain. Moreover,

because neurons that fire at a high rate are easier to isolate than those that fire at a low rate,

and due to the desire to maximize neuron yield, arrays of individually adjustable tetrodes may be

biased towards high rate neurons, and may neglect the majority of neurons which fire at very low

average rates (Lennie, 2003; Olshausen and Field, 2005; Shoham et al., 2006).

A more recent advance in extracellular single-unit electrophysiology is high-density silicon mul-

tisite electrodes (polytrodes) (Drake et al., 1988; Henze et al., 2000; Harris et al., 2000; Csicsvari

et al., 2003; Blanche et al., 2005; Berényi et al., 2014). These are arrays of ∼ 15 µm diameter

metal (iridium, platinum or gold) electrode sites on silicon shanks, manufactured using micron-

scale deposition and etching technology adapted from the integrated circuits industry. The silicon

shanks are often thin (∼ 15 µm) to minimize damage, but their widths and lengths can range

widely (20–200 µm & 500–6000 µm respectively). Sites are arranged in a 1D, 2D, or even 3D (Du

et al., 2009) array in almost any conceivable spatial pattern. Site spacing can be < 20 µm, but is

more commonly > 30 µm. Both single- and multi-shank designs exist with 1–64 electrode sites per

shank, and the potential for many more.

One major benefit of polytrodes over tetrode arrays is that, like tetrodes, the electrode site

density is high, but unlike tetrode arrays, polytrodes can maintain consistently high site density

over many hundreds of microns, even millimeters. Another related benefit of polytrodes is that

the precise relative location of each electrode site is fixed and known. As a result, correlated spike
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signals from neighbouring electrode sites can be used to help localize the isolated neuron, and the

relative locations of all neurons isolated by the polytrode can therefore be inferred (Henze et al.,

2000; Csicsvari et al., 2003; Blanche et al., 2005; Blanche, 2005; Du et al., 2009). The cost of having

a fixed array of electrode sites is that neuron yield cannot be maximized by individually positioning

each site, or group of sites, as it can with tetrode arrays. Only the entire array can be moved up

or down. However, this cost can be considered a benefit because it may reduce bias towards high

firing rate neurons.

All of the above recording methods involve inserting a device into the brain, thereby causing at

least some micro-scale tissue damage. The most recent advance in large-scale recording of neural

populations, two-photon calcium imaging (Denk et al., 1990; Svoboda et al., 1997; Helmchen and

Denk, 2005; Kerr et al., 2005; Ohki et al., 2005, 2006), provides an alternative in which the brain

remains untouched and therefore undamaged. Neurons are either loaded with a photosensitive cal-

cium indicator, or are genetically engineered to express it endogenously (Wallace et al., 2008; Lütcke

et al., 2010). When stimulated with two-photon laser scanning, the calcium indicator fluoresces

as a function of intracellular calcium concentration, which itself is a function of spiking activity,

allowing for large-scale 3D optical readout of spiking activity of a complete neural population. The

laser scanning used for readout can image a volume of superficial cortex ∼ 300 µm on a side (Ohki

et al., 2006), and several hundred microns deep. Imaging depth has steadily improved over time,

and has now reached as much as 800 µm (Mank et al., 2008; Mittmann et al., 2011). Due to dif-

ferences in cortical thickness and transparency, two-photon calcium imaging works best in rodents

or immature cats, and is perhaps not as well suited for adult cats whose primary visual cortex is

∼ 1500 µm thick (Beaulieu and Colonnier, 1985; Jones and Peters, 1987; Payne and Peters, 2001).

More importantly, intracellular calcium signals are slow, with decay time constants on the order of

dozens or hundreds of milliseconds (Koester and Sakmann, 2000; Stosiek et al., 2003; Kerr et al.,

2005; Wallace et al., 2008; Sasaki et al., 2008), making detection of precise spike times in arbitrary

spike patterns (including bursts) difficult, if not impossible. Finally, the equipment required for

two-photon calcium imaging (laser, scanning mechanism, optics, detectors) is currently much more

expensive than the equipment required for polytrode recordings.

Why is recording precise spike times so important? A long-standing hypothesis in neuroscience

is Hebb’s cell assembly hypothesis (Hebb, 1949). A cell assembly is a spatially distributed set of

neurons whose transient, temporal pattern of activation might serve as the neural substrate for

stimuli, memories, concepts, decision making, and motor actions. The appeal of cell assemblies lies

in two main attributes. First, their spatial distribution means that they degrade gracefully upon

damage to a specific location in the brain. Second, since a neuron can participate in one of many

different cell assemblies, the combinatorics allow for nearly unlimited representational capacity,

despite a limited number of neurons. Definitively proving the cell assembly hypothesis will require

simultaneously recording precise spike times of many more neurons than is currently possible.

The appeal of cell assemblies is closely related to the appeal of spike timing as a coding mech-
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anism. Precise spatiotemporal spike patterns in neuronal recordings could be signatures of cell

assemblies at work (Hopfield, 1995; Engel et al., 2001; Harris, 2005). Furthermore, the psychophys-

ically measured speed of object categorization in primates and the conduction velocity of spikes

from one cortical area to the next put a hard upper limit on the number of spikes (∼ 1–2) that

neurons in each area have time to send to the next area (Thorpe et al., 1996; Kirchner and Thorpe,

2006). VanRullen and Thorpe (2002) go on to argue that this is insufficient for downstream areas

to calculate the firing rates of their inputs, and that instead coding must be based on spike arrival

time. In addition, sparse coding theory (Olshausen and Field, 1996, 2004) suggests that for various

reasons including energy efficiency and representational capacity, only a small fraction of neurons

are active at any time, and that mean firing rates are very low. Sparse coding therefore implicitly

favours spike time coding over spike rate coding.

Experimental evidence in support of precise spike timing is accumulating (Burr and Ross, 1979;

Gray et al., 1989; Mainen and Sejnowski, 1995; Vaadia et al., 1995; Bair and Koch, 1996; Harris

et al., 2002, 2003; Salami et al., 2003; Wehr and Zador, 2003; Ikegaya et al., 2004; Johansson and

Birznieks, 2004; Luczak et al., 2007; Gollisch and Meister, 2008; Havenith et al., 2011; Mackevicius

et al., 2012; Luczak et al., 2013; Garcia-Lazaro et al., 2013), but the debate over spike rate coding

vs. spike time coding is far from settled (Softky, 1995; Shadlen and Newsome, 1998; Oram et al.,

1999; Baker and Lemon, 2000; Latham et al., 2006; London et al., 2010), making this a fertile area

of study. Both types of coding are likely used for different purposes, and there is no hard line

separating the two. The debate is mostly about just how fine a temporal scale of integration the

brain might use for coding.

Why focus on extracellular and not intracellular electrophysiology for large scale recordings?

The benefit of intracellular recording is that it directly measures cell membrane potential, and allows

not only detection of spikes with high signal to noise ratio and no risk of spike contamination from

neighbouring cells, but also detection of excitatory and inhibitory postsynaptic potentials (PSPs).

But since intracellular electrodes touch or pierce the cell membrane and are very sensitive to motion,

successfully recording (“holding”) one cell intracellularly in vivo for hours at a time is challenging.

Holding multiple cells simultaneously is that many times more difficult. Ko et al. (2011) recorded

intracellularly from 4 cells and Perin et al. (2011) from 12 cells simultaneously, yet these impressive

numbers are much lower than for large-scale extracellular recordings, which currently record from

dozens or hundreds of neurons at once (Csicsvari et al., 2003; Segev et al., 2004; Buzsáki, 2004;

Blanche et al., 2005; Berényi et al., 2014). Moreover, breaching the cell membrane can alter

the cell’s electrophysiology, and ultimately reduce its lifespan. Therefore, large scale single-unit

multielectrode recordings have been mostly limited to extracellular recordings.

Why perform acute recordings in anesthetized animals instead of chronic recordings in awake

animals? Acute recordings are generally simpler and require fewer resources than chronic recordings.

The same holds for anesthetized vs. awake animals. Acute experiments face no ethical concerns

about subject pain upon waking, and have less need for stringent sterile techniques during surgery.
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In acute recordings, anesthesia is required for two reasons: ethical, to eliminate pain and stress;

and practical, to keep the animal still during recordings. The downside of anesthesia is that brain

activity may not be as naturalistic as in an awake head-restrained or freely behaving animal, and

may therefore lead to biased data and conclusions. Although it is possible that precise neuronal

spike timing may be disrupted during anesthesia (Swindale, 2003), V1 is an early cortical area and

may not be as affected by anesthesia as higher level areas. A study by Vincent et al. (2007) found

that, at least at the spatial and temporal resolution of functional magnetic resonance imaging

(fMRI), patterns of spontaneous activity in monkey cortex, including V1, were independent of

depth of anesthesia. Furthermore, there is strong evidence that cortical state (typically measured

by LFP frequency content) can vary considerably during both anesthesia and wakefulness (Arieli

et al., 1996; Petersen et al., 2003; Fiser et al., 2004; Harris and Thiele, 2011; Marguet and Harris,

2011; Sakata and Harris, 2012; Xu et al., 2012). Considering cortical state may therefore be even

more important than considering whether the animal is awake or anesthetized.

There are at least two types of cortical state (Berger, 1929; Harris and Thiele, 2011). The first is

the synchronized state, in which large groups of neurons tend to fire in synchrony, resulting in large

low-frequency extracellular fluctuations as measured by the electroencephalogram (EEG) or LFP.

The second is the desynchronized state, in which neurons fire more independently, and the resulting

extracellular fluctuations are lower in amplitude and higher in frequency. The synchronized state

occurs during deep anesthesia, slow-wave sleep, and quiet wakefulness, while the desynchronized

state occurs during light anesthesia, rapid eye movement (REM) sleep, and alert wakefulness.

Because both cortical states can occur during both wakefulness and anesthesia, controlling for

cortical state may allow results from anesthetized animals to be directly applicable to those from

awake animals (Arieli et al., 1996; Petersen et al., 2003; Fiser et al., 2004; Harris and Thiele, 2011).

Why study V1, and why use cats? Early sensory areas are the information gateways to the brain.

This may make them easier to study and understand than higher-level multimodal and cognitive

areas. Vision is the richest and most complex sensory modality, with over 100 million photoreceptors

alone in human retina dedicated to detecting incident rays of light (Kandel et al., 2012). Despite

decades of work, vision research is full of unsolved computational problems. Replicating the brain’s

natural visual capabilities in machines has proven to be very difficult, although progress is being

made (Lowe, 2004; Krizhevsky et al., 2012). Cats have a long history of study in vision. They have

good acuity, and as predators have forward facing eyes like humans. Cats are also widely available.

However, long-duration large scale recordings combined with a rich set of visual stimuli can both

help to reduce the number of animals needed.

V1 has mostly been investigated using simple artificial stimuli, such as drifting and flashed

spots, bars and gratings, as well as spatiotemporal white noise, all of which help to characterize

the RFs of neurons in V1. Each neuron has its own combination of stimulus preferences for

retinotopic position, orientation, spatial and temporal frequency, and even direction of motion.

These preferences are quantified using tuning curves, which plot trial-averaged firing rate as a
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function of stimulus parameter. Although convenient for characterizing such preferences, these

artificial stimuli are not behaviourally relevant. The brain did not evolve in an environment of

bars and gratings. It evolved in a 3D environment full of physical objects with texture, occlusion,

perspective, lighting, shadow, motion, and parallax. The statistics of natural scene movies are very

different from those of artificial stimuli (Olshausen and Field, 1996, 2000). Furthermore, natural

vision involves full field stimulation, and is not restricted to a small portion of visual space as is

often the case with artificial stimuli.

It should therefore not come as a great surprise that the spiking responses of neurons in V1 to

full field naturalistic stimuli are very different from responses to spatially localized artificial stimuli

(Vinje and Gallant, 2000, 2002; Yen et al., 2007; Haider et al., 2010; Herikstad et al., 2011), or

that response models based on artificial stimuli do a poor job of predicting responses to naturalistic

stimuli (Olshausen and Field, 2005; Carandini et al., 2005). Specifically, responses to naturalistic

stimuli are sparser and more temporally precise and reliable than responses to artificial stimuli.

These are still recent revelations that remain underappreciated.

1.2 Summary

This thesis characterizes local neuronal populations in anesthetized cat V1 in a wider manner than

usual. Extensive efforts were made to minimize bias at every step of the way, from stimulation,

recording and spike sorting, to response characterization, cell typing, and cortical states.

Chapter 2 describes the experimental methodology. Various strategies were used to help min-

imize bias during recording. Extracellular waveform data were recorded using single shank poly-

trodes spanning most or all layers of cat visual cortex. Compared to wire or tetrode arrays with

individually positionable recording elements, the fixed relative electrode site positions of polytrodes

may reduce potential biases towards specific cell types, including high firing rate cells. Recording

durations were many hours long in a given position (track). For each track, a host of both artificial

and naturalistic stimuli were used, in addition to spontaneous recordings. For artificial stimuli with

tunable parameters, a full range of stimulus parameters (such as orientation) were used to minimize

bias. Both artificial and natural scene movie stimuli spanned as much of the visual field as possible,

well outside the classical RFs of all recorded neurons.

Chapter 3 tackles the methodological challenge of high-density multichannel spike sorting. Be-

fore performing any further analysis, spikes must be detected and sorted from the raw extracellular

voltage waveform data acquired during the experiment. Spike sorting can lead to a range of bi-

ases, such as exclusion of low firing rate cells, or incorrect grouping together of low and high firing

rate cells. Most critically, like tetrodes, polytrodes with closely spaced electrode sites present a

challenge for spike sorting in that spikes tend to appear on several channels at a time. Yet, un-

like tetrodes, polytrodes sample a long and potentially contiguous volume of brain. Existing spike

sorting methods cannot deal with all of these challenges, so a novel spike sorting technique was
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developed. Inspired by existing methods, this “divide-and-conquer” spike sorting method addresses

these challenges (Swindale and Spacek, 2014), and is implemented in freely available software. This

method sorted millions of spikes from up to 93 simultaneously isolated units. Units were tracked

over many hours despite some of them exhibiting significant drift and very low mean firing rates

(< 0.05 Hz).

Data were acquired from a total of 15 tracks in 10 hemispheres in 6 cats. Due to time and space

constraints, only 3 tracks were fully spike sorted (Section 4.2), resulting in 245 single units which

were analyzed in Chapters 4–6.

Chapter 4 describes the basic physiology of these units. Across all spontaneous and stimulus-

evoked recording periods, mean firing rates were surprisingly low. Mean firing rates were not

normally distributed, but rather lognormally, with a geometric mean of 0.11 Hz. 82% of neurons

had mean firing rates below 1 Hz. These results support the theory of sparse coding (Olshausen

and Field, 1996, 2004). Evidence is also presented that neuronal populations in V1 perform a kind

of shift work. Over the course of minutes and hours, as some cells stopped firing, others started

firing, keeping the geometric mean firing rate reasonably constant over time. Shift work could be a

useful mechanism for maintaining cell physiology, or even network stability. Neurons were localized

relative to the polytrode by their multichannel waveforms. Overall, they were well distributed along

its length, but at a finer scale their positions were biased towards the positions of the electrode

sites, suggesting that the 65 µm hexagonal electrode site spacing of the polytrodes used here is

not dense enough to fully capture the local neural population. Orientation tuning curves were

calculated for each cell, and 61% of all cells were significantly tuned, but 87% were tuned if only

active neurons (firing rates ≥ 0.05 Hz) were considered. Surprisingly, orientation tuning strength

was significantly but inversely correlated with log firing rate. This is incongruent with the notion

that higher firing rates result in better stimulus encoding, and further strengthens the relevance

of low firing rate cells. The issue of polytrode tissue damage is discussed, and the use of narrower

polytrodes is suggested to reduce damage.

Chapter 5 examines the classification of cells according to temporal spike shape, multichannel

spatial extent, and RF. As many as 4 different types of spike shapes, and 4 different types of RFs

were found. Cells were not found to cluster according to the 2D spatial extent of their multichannel

templates. Spike shape and RF types were compared by spatial location and mean firing rate. These

classifications were used later in Chapter 6.

Chapter 6 examines responses to natural scene movies, and the dependence of those responses

on cortical state as measured from the LFP. Short (5 s) natural scene movie clips were presented

hundreds of times each. Trial-aligned spike raster plots had short, temporally precise and reliable

response events consisting of as little as one spike each. These resulted in peristimulus time his-

togram (PSTH) peaks as little as 20 ms wide, showing that responses in V1 are more temporally

precise and reliable than widely assumed. Moreover, very low stimulus-evoked firing rates did not

preclude cells from having temporally precise and reliable response events. Response event preci-
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sion and reliability varied from one cell to the next, and there was great diversity in the pattern

of response events between cells and across movies. Response correlations between all cell pairs

were measured at a fine (20 ms) time scale, and were mostly very weak, even between simple and

complex cells. However, between complex cells, response correlations were stronger than expected,

challenging the hierarchical model of complex cells and providing evidence for an alternative re-

current model. Cortical state switched spontaneously between synchronized and desynchronized.

Stimulus-evoked superficial cell firing rates were higher in the desynchronized than synchronized

state, while the reverse was true for spontaneous activity. Deep layer cells showed a more heteroge-

nous relationship. Contrary to other reports, response event precision, sparseness, and reliability

for almost all neurons was higher during the synchronized than desynchronized state. Finally,

cortical state had a greater influence on response correlations than did the particular movie clip

presented, demonstrating the importance of taking cortical state into account.

By minimizing bias during stimulation, recording, spike sorting, and analysis of multiple simul-

taneously recorded single units from patches of V1, the conclusions from many different studies,

each of which may focus on only a subset of layers or cell or stimulus types, can be replicated or

challenged. This manner of experimentation is less hypothesis-driven than most neurophysiology

experiments, which might be a weakness in the short term. But in the long term, collecting data

in such a hypothesis- and analysis-agnostic way is a strength. It allows analyses to be done in a

richer, higher dimensional space, and enables examination of neural responses and properties in

various combinations (subspaces) that more hypothesis-driven experiments might not be capable

of. Besides adding flexibility, such an approach may also help explain apparent neural response

and property variability as an artifact of inappropriate pooling of results over many of these di-

mensions. This approach therefore has the potential to reveal greater reliability of neural responses

and properties, and to show that the brain is less noisy than widely believed.

9



2 Experimental Methods

2.1 General setup

Extracellular recordings were made from cortical areas 17 and 18 of anesthetized domestic cat.

The general experimental setup is shown in Figure 2.1. Animal experiments followed the guidelines

of the Canadian Council for Animal Care and the Animal Care Committee of the University of

British Columbia. Six cats were used in total: four were normal domestic cats, while two were

heterozygous lipoprotein lipase deficient, left over from an unrelated study (Table 2.1). Initial

stages of each animal experiment were performed with the aid of a veterinarian. For 3 of the 6 cats

(ptc20–22), initial sedation was by intramuscular (IM) injection of dexmedetomidine (25 µg/kg)

and initial analgesia by IM injection of butorphanol (0.3 mg/kg). The other 3 cats may have been

sedated using different drugs as seen fit by the veterinarian. An intravenous (IV) catheter was

inserted, and initial anesthesia was induced by IV injection of sodium thiopental or propofol. An

endotracheal tube was then inserted and a catheter placed in the urethra. The animal was placed

in a stereotaxic frame and its head fixed in place with ear bars coated in topical anesthetic (5%

lidocaine). The stereotaxic frame was mounted on an air table which was floated prior to polytrode

insertion to minimize vibrations.

For 4 cats, anesthesia was maintained by inhalation of 0.5–1.5% isoflurane with 70% N2O in

O2. During surgical procedures and euthanization, up to 3% isoflurane was used. For the 2 other

cats, constant rate infusion (CRI) of propofol (5–10 mg/kg/h) and fentanyl (5–7 µg/kg/h) was used

instead of isoflurane and N2O. In two cats, the opioid buprenorphine (0.01 mg/kg) was injected

subcutaneously every 12 hours as an analgesic. In one cat (ptc18), xylazine (2 mg/kg) was injected

Animal Sex Age Weight Source Stimulus Drugs
ID (y) (kg) set Anesthestic Paralytic Other

ptc15 F 2 2.5 UV A iso + N2O PB
ptc17 M 7 7.0 HLLD B iso + N2O α-BTX bupr
ptc18 M 5 5.1 HLLD B iso + N2O α-BTX bupr, atrop, xyla
ptc20 F 1 3.4 UCD C prop + fent PB bupivicaine
ptc21 F 1 3.5 UCD C prop + fent PB
ptc22 F 1 3.2 UCD C iso + N2O PB bupr, dobut

Table 2.1: Cats used in this study. Stimulus sets are summarized in Table 2.4. Drugs mentioned
in the text but not listed here were administered to all cats. UV: Unique Ventures, Balmoral,
MB. HLLD: heterozygous lipoprotein lipase deficient cats, UC Davis. UCD: UC Davis. iso:
isoflurane. prop: propofol. fent: fentanyl. PB: pancuronium bromide. α-BTX: α-bungarotoxin.
bupr: buprenorphine. atrop: atropine. xyla: xylazine. dobut: dobutamine.
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Figure 2.1: General experimental setup. The stimulus computer was the master and the acquisi-
tion computer was the slave. To begin recording, the user first armed the acquisition computer to
save both spike and stimulus data to disk. Then the user ran the desired stimulus on the stimulus
computer, which subsequently triggered the acquisition computer to begin saving to disk. Stimulus
information, represented by a 16 bit integer, was acquired on every (5 ms) raster of the stimulus
monitor. Adapted from Spacek et al. (2009).

IM as a preanesthetic, and atropine (0.02 mg/kg) was injected IM as needed to decrease salivation

and increase heart rate.

Dobutamine (0.25 mg initial bolus, then CRI of 0.15–0.3 mg/kg/h) was administered IV in one

cat (ptc22) to increase blood pressure. The antibiotic bupivicaine was injected subcutaneously (0.6

mL) around the scalp wound in one cat (ptc20). Table 2.1 summarizes the drugs administered

uniquely for each cat.

Animals were mechanically ventilated (Harvard Apparatus, Holliston, MA) at ∼ 20 breaths/min

to maintain end-tidal CO2 of 30–40 mmHg. This was especially necessary during systemic paralysis

(see below). Blink and pinna (ear) reflexes and toe pinch were used to ensure sufficient anesthetic

depth. Dexamethasone (1 mg/kg) was injected IM to reduce swelling and salivation. The cat

was kept hydrated on a mixture of lactated Ringer’s salt solution (10–20 mL/h), sometimes with

added potassium chloride (20 mEq/L) and dextrose (2.5%). Heart rate and blood oxygenation

were monitored with a pulse-oximeter (Nonin 8600V), with the sensor placed on the tongue or a

shaved part of the tail. Mean arterial blood pressure was monitored with a doppler blood pressure

monitor (Parks Medical 811-B) on a shaved section of hind leg. End-tidal CO2 and respiration

rate was monitored with a capnographer (Hewlett-Packard HP47210A) on the gas exhaust close to

the endotracheal tube. Body temperature was monitored with a rectal probe and maintained via

closed-loop control with a homeothermic blanket (Harvard Apparatus). All vital signs were logged

during the course of each experiment.

Local anesthetic (bupivacaine) was injected subcutaneously around the top of the skull and

into the ear muscles before cutting the skin to expose the skull. A roughly 4 × 6 mm craniotomy

(1–5 mm lateral and 3–9 mm posterior relative to the centerline and earbar zero, respectively)

11



Track ID Duration Position Angle Area Polytrode Agar
(hours) L P D ML AP Design

ptc15.tr7c 17.6 3 5 700 0 20 17 2a 4% in saline
ptc17.tr1 17.1 -3 6 0 10 10 17 1a 4% LTA
ptc17.tr2b 12 2 4 300 10 10 17 1a 4% LTA
ptc18.tr1 14.9 -3 6 0 10 10 17 2b 3% LTA
ptc18.tr2c 13.9 3 5 600 15 15 17 2b 3% LTA
ptc20.tr1 15.7 -3 4 0 10 10 17 2b 2.5% LTA
ptc20.tr2 14.2 3 3 0 10 10 18 2b 2.5% LTA
ptc20.tr3 5.1 3 4 0 10 10 17 2a 2.5% LTA
ptc21.tr2 7.5 -3.5 6 0 5 10 17 2a 2.5% LTA
ptc21.tr5c 9.5 -4 5.5 400 5 10 18 2a 2.5% LTA
ptc21.tr6b 6.8 -3 3.5 150 2 10 18 2a 2.5% LTA
ptc22.tr1 9.5 -3.5 5.5 0 0 20 17 1a 2.5% LTA
ptc22.tr2 7.3 3 4 0 0 20 17 1a 2.5% LTA
ptc22.tr4b 8.5 -2.5 4.5 150 0 20 17 1a 2.5% LTA
ptc22.tr5b 6.2 -2 3.5 150 0 16 17 1a 2.5% LTA

Table 2.2: Tracks recorded in this study. Tracks fully sorted and analyzed are highlighted in
grey. The first part of each track ID is the associated animal ID from Table 2.1. The second part
is the track number within that animal, with a letter suffix to distinguish different depths within
the same insertion. Duration: track duration, i.e., the total amount of time spent in each track,
including any gaps in recording. L: lateral distance (mm) from midline. Negative values denote left
hemisphere, positive values denote right hemisphere. P: posterior distance (mm) from ear bar zero.
D: depth (µm), a rough estimate of how far, along the path of the track, the topmost sites of the
polytrode were beneath the cortical surface. ML: mediolateral angle (◦): lateral tilt of polytrode
from vertical. AP: anteroposterior angle (◦): posterior tilt of polytrode from stereotaxic vertical.
Area: Brodmann’s area (not definitive) as defined solely by stereotaxic coordinates. Polytrode
designs are described in Table 2.3. LTA: low-temperature high purity agarose in ACSF.

was drilled with a dental drill (Midwest Stylus, DENTSPLY Professional, Des Plaines, IL) over

Brodmann’s area 17 and 18. A stereo surgical microscope was used during drilling, removal of

meninges, and polytrode insertion. Artificial cerebrospinal fluid (ACSF) (Appendix E) was used

to flush away blood and other detritus from the meninges, and to keep them moist. Ophthalmic

surgical sponges (Ultracell Eye Spears, Aspen Surgical, Caledonia, MI) were used to wick blood and

excess fluid away. Care was taken to not apply pressure to the brain. Sometimes the dura mater

was completely reflected to expose the underlying pia mater, but more often only a small area of

dura was dissected away one layer at a time with an ophthalmic slit knife (Beaver Optimum 15◦,

BD Medical, Le Pont-de-Claix, France; or ClearCut 3.2 mm, Alcon, Mississauga, ON). A small nick

in the pia was then made with the ophthalmic slit knife to allow for polytrode insertion. Prior to

insertion, cerebrospinal fluid (CSF) was wicked away from the point of insertion using an ophthalmic

surgical sponge. This seemed to improve unit isolation, perhaps because the CSF acts as a low

impedance path to ground. Immediately before or after insertion, high purity low temperature
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agarose (Type III-A, Sigma-Aldrich, St. Louis, MO) dissolved in ACSF at a concentration of 2.5–

4% was applied in liquid form at 38–40◦C to the craniotomy. This quickly set and greatly reduced

or eliminated brain motion due to respiration and heart beats. Sometimes, if the dura and pia were

insufficiently dissected away, the polytrode would cause the brain to dimple during insertion before

finally breaking through. Applying agar first helped reduce dimpling, and thereby increased the

chance of a successful insertion. The polytrode was advanced through the tissue using a manual

micromanipulator (Model 1460 Electrode Manipulator, David Kopf Instruments, Tujunga, CA)

under visual control until the topmost electrode sites disappeared below the surface of the cortex.

Any subsequent advancement through the tissue was made with a hydraulic micromanipulator

(Narishige MHW-4, East Meadow, NY), typically 150–300 µm at a time.

Nictitating membranes were retracted with phenylephrine (10%, 1–2 drops/eye), and pupils

were dilated with tropicamide (0.5%, 1–2 drops/eye). Custom-made rigid gas permeable (RGP)

contact lenses (14 mm diameter, 7.8–8.7 mm base curvature, +2.00 to +4.00 diopter, Harbour

City Contact Lens Service, Nanaimo, BC) protected the eyes and refracted the cat’s vision to

the distance of the stimulus display monitor. To improve focus, 3 mm diameter artificial pupils

were placed directly in front of the lenses. To prevent eye drift, the cat was given an initial IV

bolus of the systemic paralytic pancuronium bromide (1 mg/kg), and paralysis was maintained by

CRI (0.2 mg/kg/h). For some animals, pancuronium bromide was not used (Table 2.1). Instead,

α-bungarotoxin (α-BTX) was injected retrobulbarly (125 µM, 0.5 mL per eye), acting as a local

paralytic to prevent eye drift. Especially for α-BTX animals, eye position was closely monitored

by reverse ophthalmoscopy (Section 2.4) to ensure stability, using fine blood vessels as landmarks.

α-BTX injections were found to be effective at preventing the eyes from drifting.

Experiments lasted up to 3 days. At the end of the experiment, the anesthetic level was increased

and the cat was killed with an IV injection of euthanyl. The animal was then perfused with saline

followed by 10% paraformaldehyde, and the brain was removed for subsequent histology. Given

the long duration of recordings from each insertion in each animal, and the hypothesis-agnostic

experimental design, only 6 cats were required. A ‘track’ was defined as a single polytrode insertion

at a single fixed depth. Data were acquired from 15 tracks from 10 hemispheres, for a total track

duration of 166 hours (total amount of time in each track, including gaps in recording). However,

only 3 of these tracks were fully spike sorted (Section 4.2), with a total track duration of 34.4 hours.

Table 2.2 provides details about each of the tracks recorded from in this study.

A separate set of recordings were also performed in V1 of 13 anesthetized rats. These were

mostly pilot experiments to test the recording and stimulus systems and to practice experimen-

tal techniques. Procedures were similar to those described above for cats, with a few differences.

230–570 g male and female Long Evans rats were anesthetized by intraperitoneal (IP) injection

of urethane (1300–1500 mg/kg), followed by maintenance injections as needed (50–100 mg each).

Rats were held in place with ear bars in a stereotaxic frame and were not paralyzed or mechan-

ically respirated, but supplementary oxygen was often provided. As above, heart rate and blood
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Design Columns Layout Spacing (µm) Width (µm) Length (µm)

1a 3 hexagonal 65 207 1138
1b 3 collinear 43 × 50 210 850
1c 3 hexagonal 75 208 1313
2a 2 hexagonal 65 200 1723
2b 2 hexagonal 50 207 1325

Table 2.3: 54-channel polytrode designs. Width is the shank width, and length is the distance
between the most vertically distant sites. Collinear design 1b had tighter horizontal than vertical
spacing.

oxygenation were continuously monitored and logged, and blink and pinna reflexes and toe pinch

were used to ensure sufficient anesthetic depth. A heat pad was used to maintain constant body

temperature. Experiments lasted up to 16 hours each. Unfortunately, very few units were isolated

during these recordings, and they are therefore only briefly discussed in Section 4.6.1.

2.2 Polytrodes

Extracellular voltage data (Figure 2.3) were recorded using multichannel silicon polytrodes (Blanche

et al., 2005) manufactured by the University of Michigan’s Center for Neural Communication

Technology, and NeuroNexus (Ann Arbor, MI). The polytrodes used here had a single shank, 15 µm

thick and ∼ 200 µm wide, with an array of platinum-iridium electrode sites, each 15 µm in diameter

(Figure 2.2, middle). Designs had 54 channels in two or three column collinear or hexagonal

configurations (Table 2.3). Electrode sites were closely-spaced (43–75 µm), such that a spike from

a given neuron would usually generate signal on several neighbouring channels (Figure 2.2, right).

This provided more information for spike sorting, and also allowed for 2D triangulation of neuronal

position with respect to the plane of the polytrode. By using a model of extracellular signal decay

in the neuropil, it may also be possible to estimate the distance between each neuron and the

polytrode, and hence each neuron’s 3D position relative to the polytrode (Section 4.6.3; Blanche,

2005).

Before use, electrode site impedances were tested using a custom-made low current impedance

meter (Appendix D). If a polytrode had more than 5 faulty sites, it was rejected. A faulty site

could be the result of a poor wire bond between the polytrode shank and its electrode interface

board, or poor etching of the electrode site itself. Faulty sites were often noisy and were grounded

out so that they would not induce unnecessary noise onto neighbouring sites or their conductors.

2.3 Data acquisition

Extracellular waveforms from all 54 electrode sites were unity-gain buffered by a pair of 27-channel

headstages (HS-27, Neuralynx, Tucson, AZ), and then amplified by a 64-channel 5000× amplifier

with fixed analog filters (FA-I-64, Multichannel Systems, Reutlingen, Germany). The first 54
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Figure 2.2: Silicon polytrodes. A: A cartoon
of a small patch of area 17 of cat primary vi-
sual cortex, depicting cells in different layers.
Polytrodes are designed to record from all cor-
tical layers. White cell bodies represent pyra-
midal cells, shaded cell bodies represent non-
pyramidal cells. Horizontal and vertical dimen-
sions are not to scale, but A and B share the
same vertical scale. B : A polytrode (‘2a’ de-
sign) with 54 equally-spaced recording sites ar-
ranged in a hexagonal two column layout. Poly-
trode designs are listed in Table 2.3. C : A spike
from a neuron close to the polytrode (red dot
in B shows its estimated 2D position) will typi-
cally generate signals on several channels (high-
lighted in red). A adapted from Payne and Pe-
ters (2001), B adapted from Blanche (2005).

channels of the amplifier were high-pass filtered (0.5–6 kHz) for use as spike channels (Figure 2.3).

Data from a subset of 10 of the 54 electrode sites, evenly distributed along the length of the

polytrode, were also separately low-pass filtered (0.1–150 Hz) for use as LFP channels. All 64

channels were then digitally sampled (25 kHz for the high-pass channels, 1 kHz for the low-pass

channels) by a pair of 12-bit 32-channel acquisition boards with an internal gain of 1–8× (DT3010,

Data Translations, Marlboro, MA). To reduce costs, each acquisition board had only a single analog-

to-digital converter (ADC), and could only sample one channel at a time. To closely approximate

simultaneous sampling of all channels, each ADC used a sample-and-hold technique, in which its

channels were sampled very quickly in succession at 1 MHz, followed by a pause until it was time

for the next acquisition timepoint (every 40 µs for high-pass channels, every millisecond for the

low-pass channels).

Acquisition was controlled by a custom program “Surf” written in the Delphi programming

language (Blanche et al., 2005; Blanche, 2005). A channel of interest could be selected for viewing

on-screen (1 ms of data displayed every 100 ms) or directly on an analog oscilloscope. The selected

signal was played concurrently through an audio monitor. Data were saved to .srf files at a rate

of ∼ 2.7 MB/s. A single continuous recording consisted of one type of visual stimulus (Section 2.4)

and usually lasted no more than 45 minutes, resulting in individual files up to ∼ 7 GB in size. Other
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Figure 2.3: 50 ms of high-pass (0.5–6 kHz) voltage waveform data, Nyquist interpolated to 50 kHz
(Section 3.3), for all 54 channels of a polytrode recording of spontaneous activity in track ptc15.tr7c
(Table 2.2). The channels of this 2 column hexagonal polytrode are arranged here in vertical spatial
order, from superficial (top) to deep (bottom). Colours cycle to distinguish neighbouring channels.
Two faulty channels (green and violet) were grounded out. Spikes are visible at various times and
cortical depths, and most spike waveforms span multiple neighbouring channels. This segment is
from a longer sample of spontaneous data available online (Section C.2). Dashed box denotes a
segment shown in greater detail in Figure 3.4. Scale bar: 1 ms, 100 µV. Channel spacing: 65 µm.

information was also saved to the .srf file, such as polytrode layout, stimulus information (with a

microsecond precision time stamp for screen refresh), and the absolute start time of the recording.

Saving the absolute start time allowed for later determination of the intervals between recordings,

which was important for dealing with drift while spike sorting multiple recordings from the same

track all at once (Section 3.2). Online current source density (CSD) analysis (Section 4.6.3) was

used as a rough indicator of polytrode depth, and was saved to a separate file. A short period of

extracellular multichannel waveform data is shown in Figure 2.3.
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2.4 Visual stimulation

Stimuli were displayed on a flat 19” (36 × 27 cm) CRT monitor (Iiyama HM903DTB) at 800×600

resolution and 200 Hz refresh rate. A high refresh rate was required to prevent artifactual phase

locking of neurons in V1 to the screen raster (Figure 2.4; Williams et al., 2004). The monitor

was placed 57 cm in front of the cat’s eyes. At this distance, the monitor subtended horizontal

and vertical angles of ∼ 36◦ and 27◦ respectively, and 1 cm on the screen subtended 1◦ of visual

angle. The monitor was gamma corrected, with a maximum luminance of 116 cd/m2. This ensured

a linear relationship between input pixel values and output luminance. Mouse-controlled stimuli,

such as an oriented bar, were displayed simultaneously on two monitors: one for the cat, the other

for the experimenter. Both manual and automated stimuli were generated using “dimstim”, a freely

available custom software package written in Python (Section C.1, Spacek et al., 2009), based on

the Vision Egg stimulus library (http://www.visionegg.org; Straw et al., 2006; Straw, 2008) which

itself depends on OpenGL (http://opengl.org). Graphics were double-buffered to minimize latency

(< 1 ms) and ensure that no frames (5 ms each at 200 Hz refresh rate) were ever dropped. Every

screen raster was detected by the acquisition computer directly from the analog video signal cable,

and its microsecond precision time stamp was saved concurrently with the spike waveforms. For

each type of stimulus, a table of stimulus parameters was generated. On each raster, the stimulus

computer sent a stimulus table index value to the acquisition computer which was stored along

with the raster time stamp. Thus, there was a record of exactly what was displayed on every screen

raster, allowing for precise temporal analysis of the relationship between stimulus and response.

Three different sets of stimuli (designated by letter in Table 2.4) were used depending on the

animal (Table 2.1). For all sets (A–C), a mouse-controlled oriented bar was used to map out the

average RF position of the population of cells, on which all subsequent stimuli were then centered.

Artificial stimuli were used to characterize RF properties of each of the cells in the population, all

of which had similar retinotopic positions. Together, the artificial stimuli allowed for mapping of

simple and complex cell RFs, as well as orientation, spatial frequency, temporal frequency, phase,

and contrast tuning curves. Natural scene movie stimuli were used to examine how responses might

differ from artificial stimuli.

Running a full stimulus set took several hours, and each type of stimulus (see below) was usually

presented at least once per track. Each stimulus resulted in a single continuous recording of up to

1 h in duration, and an entire track’s recordings spanned 5–18 h, including brief gaps in recording

(Table 2.2).

Artificial stimuli included: drifting bars at various orientations; flashed gratings at various

orientations, spatial frequencies, and phases; drifting gratings at various orientations, spatial and

temporal frequencies, phases, and contrasts; and m-sequence white noise movies. Additionally,

single raster (5 ms) uniform full-screen white flashes were presented at 1.3 Hz to generate strong

synchronous feedforward stimulation of V1 for calculating CSDs (Section 4.6.3). Although not
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Figure 2.4: Phase locking of V1 to a low re-
fresh CRT monitor. A: When stimulated with a
uniform display at 60 Hz refresh rate (top), the
spike trains of a neuron in macaque V1 phase
locked to the display raster (middle). A strong
60 Hz component (and its 120 Hz harmonic) is
apparent in the power spectrum of its responses
(bottom). B : Presenting the same uniform dis-
play to the same neuron at 135 Hz eliminated
phase locking to the display raster. Taken from
Williams et al. (2004).

analyzed in this study, sets A and B also included flashed bars at various locations, orientations,

and contrasts, and set C included a full-screen sinusoidal grating that progressed over a range of

temporal frequencies (‘freqsweep’ column in Table 2.4). For drifting and flashed bars and gratings,

all stimulus conditions were presented an equal number of times, and in pseudorandom order to

minimize response adaptation (Maffei et al., 1973).

Drifting bars consisted of white and/or black bars on either a grey background or a background

of opposite luminance. Bars were 10 or 6◦ long and 0.5 or 0.3◦ wide, and drifted at 2.5 or 5◦/s for

4 s, for a total of 10 or 20◦. Each condition was followed by a 1 or 0.5 s blank period. Steps in

orientation were 20 or 30◦. Each stimulus condition was presented 8 or 12 times.

Flashed grating stimuli consisted of a rapid succession of stationary, spatially sinusoidal grat-

ings, each displayed for only 40 ms. Flashed gratings can be used to rapidly characterize the RF

properties of an entire population of cells (Ringach et al., 1997a,b). Flashed gratings were either

presented within a circular aperture 10◦ in diameter on a mid-grey (50% luminance, 58 cd/m2)

background, or they were presented full screen. Steps in orientation were 10 or 15◦. Spatial fre-

quencies ranged roughly logarithmically from 0.05 to 1.6 cycles/◦. Steps in spatial phase were 90

or 60◦. A Michelson contrast (the luminance difference between bright and dark extremes of the

grating, divided by the sum) of 1 was used (100% of the screen’s maximum capability). Mean

18



grating luminance was mid-grey. There was no blank period following each trial, although a blank

screen was presented for 40 ms or 2 s every 721 or 6000 trials (29 s or 4 min) as a control to allow

estimation of baseline responses. Each stimulus condition was presented 40 or 100 times.

Drifting gratings had a sinusoidal brightness profile in both space and time, and were presented

either in a circular aperture 8◦ in diameter on a mid-grey background, or full screen. Steps in

orientation were 45 or 30◦. Spatial frequency ranged a roughly logarithmic scale from 0.05 to

5 cycles/◦, but was usually kept below 2 cycles/◦. Temporal frequency also ranged a roughly

logarithmic scale from 0.5 to 20 Hz, but was usually kept below 5 Hz. Trial duration was either

adjusted according to temporal frequency, such that each trial consisted of exactly 6 full temporal

cycles of the grating, or trial duration was fixed at 6 s. Like the flashed gratings, there was no

blank period following each trial, although a blanks screen was presented for 5 or 2s every 24 or 20

trials (120 or 40 s). Contrast ranged roughly logarithmically from 0.016 to 1, but was usually kept

at 0.5 or 1. Mean grating luminance was mid-grey. Each stimulus condition was presented 8 times,

or only once.

Drifting gratings generally had coarser steps in orientation because more non-orientation stim-

ulus dimensions were included than either drifting bars or flashed gratings (spatial frequency, tem-

poral frequency, and/or contrast). To keep the run time of each stimulus type roughly the same,

the number of steps in orientation was therefore decreased.

An m-sequence (Shapley et al., 1991; Reid et al., 1997) was used to generate a white noise

movie. The movie had 65535 frames, each 32×32 pixels and 5–12.7◦ on a side, with an aspect ratio

of 1. Each frame was presented for 20 or 40 ms. Every pixel in the m-sequence movie was white and

black for an equal amount of time, and each frame had an equal number of white and black pixels.

Hence, the first order statistics of the movie were uniform, and summing all the frames from the

m-sequence movie resulted in a mid-grey image. The second-order spatial statistics were similarly

uniform: all pairwise correlations between pixels were zero when calculated across all movie frames.

Natural scene movies came from two different sources: ‘old’ and ‘new’ (Figure 2.5 & Table 2.4).

The ‘old’ set of movies were courtesy of the Peter König lab. They were filmed by attaching a camera

to a cat’s head and allowing it to wander through natural environments (Kayser et al., 2003). 64×64

pixel subsets from these movies were displayed on the stimulus monitor at a subtended visual angle

of 12.7◦. However, these movies had some practical problems, including VHS tape transfer artifacts,

low resolution, and a low frame rate necessitating interpolation between frames (courtesy of Nick

Lesica). The ‘new’ set of natural scene movies were filmed by the author with a digital camera

(Canon PowerShot SD200) at 320×240 pixel resolution and 60 frames per second (fps), low to the

ground, with movements approximating that of a cat exploring its environment, as well as sudden

saccade-like movements. A total of 52 min were filmed outdoors over 3 days in a variety of wooded

or grassy locations in Vancouver, BC. Footage consisted mostly of dense grass and foliage with

a wide variety of oriented edges. Focus was kept within 2 m and exposure settings were set to

automatic. The horizontal angle subtended by the camera lens (51.6◦) was measured for proper
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Figure 2.5: Example frames from ‘old’ (A)
and ‘new’ (B) natural scene movie sets. Frames
are shown at the same relative size as when they
were displayed on-screen during experiments.
Both sets exceeded the classical receptive field
sizes of cells in this study. Individual movie
pixels were roughly the same size in both sets
(0.2 and 0.16◦, respectively). Scale bar applies
to both panels. 10◦ is approximately the width
of a closed fist at arm’s length.

Set Movies Repeats Blank screen Refresh rate Flashed bars Freqsweep

A old 25 no no yes no
B new 200–400 yes yes yes no
C new 400 yes yes no yes

Table 2.4: Stimulus sets. The set used for each animal is shown in Table 2.1. See text for details.

scaling to match the visual angle subtended by the movie on the stimulus monitor. These movies

are available upon request. An example movie is available at http://dimstim.github.io.

Both movie sources resulted in clips of 1–5 min in duration, presented up to 8 times in succession.

Shorter clips (4.5–5 s in duration) were also presented, but much more repeatedly. Short clips from

the ‘old’ movies in stimulus set A were repeated 25 times, while short clips in the ‘new’ movies

in sets B and C were repeated 200–400 times (‘repeats’ column in Table 2.4). These were used to

study the reliability of neuronal responses to repeated naturalistic stimuli. They were also intended

for studying how responses might change over time as a result of plasticity (Yao et al., 2007).

In stimulus set A, except for the occasional brief periods in between artificial stimulus trials

(see above), spontaneous activity was acquired without the screen. In sets B and C, spontaneous

activity was acquired while presenting a blank grey screen. Finally, sets B and C included natural

scene movies and blank screen stimuli which were run at a 66 Hz refresh rate in addition to the

usual 200 Hz. These may be used to investigate in greater detail how a low refresh rate screen

might affect responses.

Other than the full-screen flashes and some of the blank screen stimuli, stimuli were presented

monocularly to the eye that was dominant for the majority of the recorded neural population. This

was judged by listening to visually evoked responses on the audio monitor. Monocular stimulation

avoided the difficulty of keeping the eyes accurately converged in an anesthetized animal. Although

natural scene movies were more naturalistic than the artificial stimuli, they excluded colour, and

because they were presented monocularly they also lacked depth. At least once per track, the area

centralis (AC) of the open eye was mapped by reverse ophthalmoscopy onto a sheet of paper on

the stimulus monitor, and the center position of the stimuli was marked as well. This confirmed

that the neural population had RFs at low eccentricity, within a few degrees of the AC. Classical
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RF sizes were usually < 5◦ at the low eccentricities in this study.

2.5 Histology

At the end of the experiment, all cats except ptc15 were perfused with saline followed by 10%

formalin to fix the tissue. The visual cortex was blocked and sectioned coronally into ∼ 50 µm

thick slices on a freezing microtome. The polytrode track could sometimes be localized to less

than a handful of slices. This potentially allowed determination of track depth, and therefore

roughly which cortical layers the polytrode spanned. Histology also had the potential to roughly

determine the angle between the polytrode track and the vector normal to the cortical surface,

and therefore how inter- or intra-columnar the track may have been. However, the histology work

remains incomplete and is not presented here. Future efforts may yet recover useful histological

information from the stored samples.
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3 Spike Sorting

Before any spike analysis can be performed, single unit spikes must be extracted from the extra-

cellular multichannel waveform data. Spike sorting has a long history, and can be a very difficult

process (see Lewicki (1998) for a review). Not only must spikes be separated from noise, but they

must also be separated from each other. A further complication is that the number of neurons

captured by a given recording and their specific extracellular multichannel waveform shapes are

unknown a priori. Accurate spike sorting is essential for later analyses, especially those that depend

on precise timing relationships such as spike correlations (Ventura and Gerkin, 2012; Figure 3.1;

Appendix B). Spike sorting therefore deserves considerable attention.

3.1 Background

There are a wide variety of problems that may be encountered during spike sorting. During spike

detection, noise events may be mistaken for spikes (false positives), or spikes may be mistaken

for noise (false negatives). Once spikes have been detected, they need to be clustered. A cluster

may be mistakenly divided into two or more clusters (oversplitting), or it may mistakenly com-

bine spikes from multiple neurons (undersplitting) resulting in a multiunit cluster of single unit

spikes. Conversely, instead of being discarded, non-isolatable multiunit spikes may be mistaken for

isolated single unit spikes. Spike shape variability is another complication. During longer record-

ings, electrode and tissue drift can result in non-stationary spike waveforms, and during bursts,

spike amplitudes can diminish (Buzsáki, 2004). Neurons can also exhibit great variability in their

responsivity, sometimes resulting in complete silence for long periods of time (Henze et al., 2000;

Lennie, 2003; Buzsáki, 2004; Shoham et al., 2006; Mizuseki and Buzsáki, 2013). All these problems

are a potential source of bias.

Electrode arrays with many closely spaced recording sites have the potential to improve spike

sorting quality. Traditionally, most electrophysiology has been done using single channel electrodes

(either tungsten in glass or single wire), stereotrodes (McNaughton et al., 1983), or tetrodes (Gray

et al., 1995). More recently, multichannel electrodes have come into use (Section 1.1). As the

number of recording sites increases, so can the complexity of spike sorting. As long as the spacing

between each site (or each tetrode) is great enough such that a single spike shows up on no more

than one channel (or tetrode), single channel spike sorting methods can easily scale up to any

number of channels. However, for electrodes with sufficiently low site spacing (< 100 µm and ∼
1 MΩ site impedances), a single spike may be picked up by multiple electrode sites (Figure 2.2).

This has the benefit of potentially increasing the spike signal to background noise ratio, tracking

neurons over time despite drift, improving the ability to sort spikes from neurons very close to each

other, and providing a better estimate of the locations of recorded neurons relative to the electrode
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Figure 3.1: Motivation for careful spike sorting. Each plot is a distribution of spike correlations
(Appendix B) between all active neuron pairs in a given recording. Four different types of recordings
from track ptc15.tr7c are shown, one in each column (3, 15, 22 and 12 min in duration, left to
right). The top row used spikes sorted by the previous multichannel template matching method
(Section 3.1.1) while the bottom row used spikes sorted by the method presented here. Mean spike
correlations between the (fewer) neurons measured from spikes sorted with the previous method
were artifactually higher than those measured from spikes sorted with the method presented here
(0.031–0.067 vs. 0.015–0.024). One reason for this may have been an implementation problem with
the old method: it was possible for a single spike to be assigned to more than one cluster.

and to each other (Drake et al., 1988; Harris et al., 2000; Csicsvari et al., 2003; Blanche et al., 2005;

Du et al., 2009; Figures 3.6, 3.12 & 4.3).

However, these potential benefits come at the cost of further complications. One of these is

in spike detection. A single spike that generates signal on more than one channel can trigger

multiple threshold crossing events. Deciding which threshold crossing events are close enough

together in space and time to be considered part of the same spike is not straightforward. It may

be that multiple adjacent events belong to the same single spike, or they may belong to multiple

spatiotemporally adjacent, yet distinct, spikes. Spike detection therefore becomes a problem not

just of detecting threshold crossing events, but of clustering them into distinct spikes (Swindale

and Spacek, 2015). Only then can these spikes be clustered into different single units.

Once spikes have been detected, another complication is consistently aligning spikes in space

and time. If a neuron’s physical location falls in between two or more electrode sites, the channel

on which its spike waveforms have their maximum amplitude may vary as a result of multichannel
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waveform shape variation, whether systematically due to drift or randomly due to noise. This can

cause the channels that are selected for inclusion for spike sorting for one spike to differ from those

of other spikes from the same neuron. A method is therefore required for choosing a common set of

channels and timepoints for all spikes that might conceivably be from the same neuron. A common

set of channels and timepoints is necessary for the dimension reduction and clustering steps that

follow spike alignment.

Perhaps the greatest difficulty is the current lack of sufficiently realistic ground truth data,

whether simulated or experimental, of many simultaneously spiking neurons recorded by closely

spaced cortical electrode arrays. Unfortunately, until this situation changes, objective performance

comparisons of different spike sorting methods will remain very difficult to make (Section 3.12;

Einevoll et al., 2012).

Efforts were made here to deal with all of the above spike sorting challenges, but one further

difficulty was not dealt with: spatially adjacent spikes overlapping in time. The solution to this is

spike overlap decomposition, in which each spike overlap event is treated as a linear superposition of

spikes from different neurons at different temporal shifts (Lewicki, 1994; Segev et al., 2004; Franke

et al., 2010; Prentice et al., 2011; Jäckel et al., 2012; Marre et al., 2012; Pillow et al., 2013). Spike

overlap decomposition was considered too difficult here in the context of long duration recordings

with non-stationary waveforms. Fortunately, given the low mean firing rates of neurons in cat

V1 (Section 4.3), spike overlap is much less of a concern here than in retinal ganglion cell (RGC)

recordings (Segev et al., 2004; Prentice et al., 2011; Jäckel et al., 2012; Marre et al., 2012; Pillow

et al., 2013).

3.1.1 Existing methods

There are a wide variety of spike sorting methods (Lewicki, 1998), but no single existing method

addresses all of the problems associated with spike sorting of long duration cortical polytrode

recordings. Most methods divide the process into separate spike detection, dimension reduction,

and clustering steps. Some methods extract simple spike features, such as spike height or width,

as a form of dimension reduction, but may miss other subtle but important differences in spike

shape (Gray et al., 1995; Nguyen et al., 2003). Some only handle single channel or independent

channel recordings (Lewicki, 1994; Zouridakis and Tam, 1997, 2000; Quian Quiroga et al., 2004;

Wood and Black, 2008; Wolf and Burdick, 2009) while others are tailored to stereotrode or tetrode

data, but may not scale well to higher numbers of non-independent channels (Gray et al., 1995; Fee

et al., 1996; Harris et al., 2000; Nguyen et al., 2003; Gasthaus et al., 2009; Calabrese and Paninski,

2011). Some methods require Gaussian-shaped clusters, and therefore assume stationarity of spike

waveforms over time (Harris et al., 2000; Litke et al., 2004; Hazan et al., 2006). Others explicitly

deal with non-stationarity (Bar-Hillel et al., 2006; Wolf and Burdick, 2009; Calabrese and Paninski,

2011) but may not scale well to large numbers of spikes and clusters (Hulata et al., 2002; Shoham

et al., 2003; Pouzat et al., 2004; Gasthaus et al., 2009).
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Figure 3.2: Multichannel template matching. Left : A multichannel template with member spikes
(grey) and mean waveform (black). Right : The distribution of difference values between the multi-
channel template and all points in the recording. Ideally, this was a bimodal distribution, allowing
a threshold to be set to separate spikes (green) from noise (red). In practice, this distribution was
often unimodal, with no obvious place to set the threshold. Adapted from Blanche et al. (2008).

Many of the problems associated with polytrode spike sorting were described by Blanche (2005),

but some of that method was never fully implemented in software. More fundamentally, the method

of Blanche (2005) had a number of problems, most of which were a result of using multichannel

template matching for both spike detection and clustering. Briefly, initial spike detection was

performed on short random sections of data, resulting in a few thousand spikes. These spikes were

then clustered using a binary split algorithm, followed by k-means clustering. The intent was to

sample enough data that all neurons would be represented by a cluster of at least a few spikes

each. The multichannel mean waveform, or template, was calculated for each cluster and compared

to the data at every timepoint. Temporally local minima in root mean square (RMS) difference

values between each template and every timepoint in the data were found, and their distribution

plotted (Figure 3.2). Ideally, the distribution of difference values would be bimodal, the lower

mode being true matches of the template to its spikes in the data, and the upper mode being

coincidental matches to noise. This would give the user a clear indication of where to set the RMS

difference threshold between matches to spikes and to noise. However, in practice the distribution

was often unimodal, with no clear distinction between matches to spikes and to noise, and therefore

no principled way for the user to set a difference threshold.

Another problem was that template matching cannot typically handle large systematic wave-

form variability, such as that due to drift (Section 4.4). The method of Blanche (2005) assumed

that templates derived from just a portion of a track’s recordings were accurate across all of its

recordings. These could be separated by several hours, and therefore could be subject to substan-

tial amounts of drift or other systematic sources of waveform variability. As a result, templates

partly derived from earlier sections of data could generate substantial false positive or false negative
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matches to later sections of data, and vice versa. A related problem with template matching was

that the initial random sampling meant that a rarely firing neuron might never result in a template,

and therefore might be missed altogether. This is a significant issue, given that most neurons in cat

V1 have very low firing rates (Section 4.3). Finally, an implementation issue allowed some spikes to

match multiple templates and therefore belong to multiple neurons at the same time. This likely

resulted in artifactually strong spike correlations between neurons (Figure 3.1).

The above arguments against template matching for long duration cortical polytrode recordings

also hold for many other spike sorting methods that are based on template matching (Segev et al.,

2004; Franke et al., 2010; Prentice et al., 2011; Jäckel et al., 2012; Marre et al., 2012). However,

template matching may be more suitable for other kinds of data, such as shorter in vitro multi-

channel electrode array (MEA) recordings of RGCs (Segev et al., 2004; Prentice et al., 2011; Jäckel

et al., 2012; Marre et al., 2012). Such recordings may be less vulnerable to drift than the longer

in vivo cortical polytrode recordings reported here. RGCs also have higher firing rates, thereby

mitigating the above mentioned sampling problem. Higher firing rates come with greater severity of

spike overlap from spatially adjacent neurons. Fortunately for RGC recordings, template matching

is well-suited for spike overlap decomposition of recordings with stationary waveforms.

3.1.2 Clustering methods

Compared to template matching, the use of separate spike detection, dimension reduction, and

clustering steps is the more common approach to spike sorting. For the clustering step, a variety of

different clustering methods have been used, including manual cluster cutting (Gray et al., 1995), k-

means, hierarchical clustering (HC), expectation-maximization (EM) of a Gaussian mixture model

(GMM), and superparamagnetic clustering (SPC). All were considered for use here, but all were

rejected.

K-means (Forgy, 1965; MacKay, 2003) is a simple, commonly used, two step iterative algorithm.

Before iteration begins, a set of cluster centers (or means) is initialized in some manner, usually

randomly. First, each data point is assigned to the nearest cluster. Second, the position of each

cluster is updated by taking the mean of the positions of all its member points. Given enough

iterations, k-means is guaranteed to converge (MacKay, 2003). However, it has two major problems.

First, because it uses Dirichilet domains, which assign each point to a cluster based solely on which

cluster’s centre is nearest, highly elongated and non-convex clusters are often poorly separated.

Second, the number of clusters k must be known a priori, which it is not during spike sorting. This

can be dealt with by running k-means multiple times, each with a different value of k, but then the

best solution must be evaluated somehow. Doing so is complicated by the fact that k-means is not

deterministic, due to its random initialization which is important to test robustness.

Hierarchichal clustering organizes data points into a hierarchy, with individual points at the

bottom, and groups of increasing size further up the hierarchy, culminating in a single group for

all the points at the very top. There are two types of HC: agglomerative, which combines points
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into increasingly larger and fewer clusters; and divisive, which iteratively divides the data into

increasingly smaller and more numerous clusters. Both require a pairwise similarity matrix (e.g.,

distance matrix) of all points. Murtagh and Contreras (2012) provide a recent overview of the field

of HC, while Fee et al. (1996) apply it to the problem of spike sorting. An interesting feature of

HC is that each level in the hierarchy can be considered a valid clustering. Moving up or down

the hierarchy allows one to track how different points are related to each other at different spatial

scales. One challenge then is deciding at what level to “slice” the hierarchy. There are many

different distance metrics and group linkage criteria available for HC, and deciding which to use is

another challenge. In general, for agglomerative clustering, at each level in the hierarchy the two

points closest to each other are merged, and for divisive clustering the two points furthest from

each other in a group are split. This may make traditional HC vulnerable to the same problem as

k-means: if each cluster’s position is based solely on its centre, or its edge, or some other single

feature that does not fully describe cluster shape and point density, clusters can become poorly

separated.

EM is a method of fitting a model to data, in this case, models of clusters to points in cluster

space. EM searches for a set of model parameters that maximize the likelihood that the data

were generated from the model (Bilmes, 1998). A GMM is one such model, where the number of

Gaussians itself is also a parameter. Like k-means, EM is a two step iterative process. First, in

the expectation step, it guesses a set of parameter values, and calculates the expectation that the

model fits the data. Then, in the maximization step, it chooses parameter values that maximize

the expectation. On each iteration, the likelihood of the chosen parameter values is guaranteed to

increase and eventually reach a local maximum. KlustaKwik (Harris et al., 2000; Hazan et al., 2006)

is a widely used clustering program tailored for spike sorting, which implements EM of a GMM

(EM+GMM). However, use of a GMM assumes that clusters are Gaussian in shape, which is not

always the case. For example, neurons drifting over time can result in highly non-Gaussian clusters

(Figure 3.12). Bar-Hillel et al. (2006) clustered spikes using EM+GMM but allowed for drift by

splitting the data into time chunks, and then linking the clusters in consecutive chunks. Wolf and

Burdick (2009) and Calabrese and Paninski (2011) both employed similar strategies. However, EM

can be computationally expensive, and is non-deterministic, again due to random initialization.

SPC (Blatt et al., 1996, 1997; Quian Quiroga et al., 2004) represents each point as a magnetic

domain that can have one of a number of possible spin values. Interactions between points are

modelled as an exponential function of squared distance between points. Points are assigned random

spins, and a Monte-Carlo algorithm is run at different simulated temperatures, allowing the points

to affect each other’s spins in a pairwise manner. At each temperature, a point’s spin is perturbed,

and neighbouring points correspondingly change their spin with some probability. Those that

do so with a high enough probability are classified as belonging to the same cluster. This is

repeated for all points and many different temperatures. The ideal temperature is picked from a

(superparamagnetic) range of temperatures that exhibits cluster stability. The benefit of SPC is
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that it makes no assumptions about cluster shape, does not require prior knowledge of the number

of clusters, and does not necessarily assign points to the nearest cluster mean. However, SPC can

be slow if many temperature steps are used, and choosing an ideal temperature can be difficult.

3.2 Overview

The spike sorting procedure used here was similar to that described in Swindale and Spacek (2014).

First, raw spike data (0.5–6 kHz) were preprocessed (Section 3.3) by Nyquist interpolation to

increase the effective sampling rate, and to correct for sample-and-hold delays in the acquisition

hardware. Next, spike detection (Section 3.4) designated plausible neuronal spikes in the raw data.

These were then initially partitioned (Section 3.6) into up to one cluster per channel, according to

the channel with the sharpest voltage peaks for each spike. The multichannel spikes in each of these

initial clusters were then aligned in time (Section 3.7). Next, dimension reduction (Section 3.8) was

performed on each cluster using principal component analysis (PCA) or independent component

analysis (ICA) of channels with significant signal. The 3 most significant components were plotted

in 3D. To check for drift, spike time could be chosen as one of the 3 dimensions. Spikes were

then clustered (Section 3.9) in the chosen 3D space using the gradient ascent clustering (GAC)

algorithm (Swindale and Spacek, 2014). These more refined clusters were cleaned (usually by further

clustering in ICA space) and compared and realigned to similar clusters to check for significant

separation (Section 3.10). Sufficiently similar clusters were merged, and sufficiently multimodal

clusters were split. Every merge or split required reverification of nearby clusters. All remaining

unclustered spikes that had been discarded could be compared to existing clusters for potential

incorporation. Finally, each cluster’s autocorrelogram could be checked for a satisfactory refractory

period, although this was found to be of dubious utility (Section 3.11).

Within a given track, sorting each recording independently would result in a correspondence

problem: how to determine cluster correspondence across recordings adjacent in time? Track-wide

sorting was done to avoid this correspondence problem. It had the added benefit of potentially

increasing the size of clusters that would otherwise be too small to consider on a single recording

basis (i.e., when considering a shorter stretch of data), and would therefore be erroneously discarded.

While this made small clusters bigger and denser, it also made big clusters even bigger. This was

a disadvantage because in PCA space these could then encroach on each other, and on smaller

clusters. However, ICA helped get around this problem (Section 3.8). Because it was desirable to

conserve time gaps between recordings to keep track of drifting units over time, null data of the

appropriate length was inserted between recordings to represent the time gaps. This also made it

clear to the user where and how long the gaps were when scrolling through the continuous data.

Time gaps would then also show up in the 3D cluster plots of detected spikes when plotted against

time (Figure 3.12, right column).
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3.2.1 Software

To implement the methods described here, new spike sorting software, called “spyke” (http://

spyke.github.io), was written in the Python programming language (http://python.org; Spacek et

al., 2009; Spacek and Swindale, 2009). For spike sorting large data sets such as an entire track,

spyke requires a 64-bit computer with at least 4 GB of random-access memory (RAM) and a 64-bit

operating system. In principle, spyke can run on Linux, Windows, or Mac OS X, but most recently

has only been tested in Linux (Xubuntu 14.04). Spyke can deal with millions of spikes at a time

(∼ 1 million spikes per GB of RAM). The longest sorted track (ptc15.tr7c) was 11.8 hours long,

excluding recording time gaps. There was no limitation in the recording duration that could be

sorted, only the memory limitation as a function of the number of detected spikes. A spike sorting

session could be saved and resumed at any time. For a track-wide sorting session, the saved data,

including waveforms of detected spikes, took ∼ 1 GB of disk space per million spikes (7 GB for

ptc15.tr7c). This data could be further sorted even in the absence of the original .srf raw data

files (107 GB for ptc15.tr7c) saved by the acquisition software “Surf” (Blanche et al., 2005). All

spike sorting methods described here were implemented in spyke. Most of the methods here were

also independently implemented in Fortran (Swindale and Spacek, 2014, 2015), which allowed for

cross-validation of methods. Track-wide sorting with spyke was used to sort all spike data for

analysis in subsequent chapters. Further details about spyke are in Section C.2.

3.3 Preprocessing

The data acquisition boards acquired raw spike data at 25 kHz using a sample-and-hold technique

in which each ADC cycled between its channels at a rate of 1 MHz, taking one sample at a time

(Section 2.3). This resulted in an artifactual delay of 1 µs between consecutive channels, and up

to 31 µs between channels at opposite ends of a single 32 channel ADC board. Furthermore, spike

detection and alignment at 25 kHz is inferior to that at 50 kHz or 100 kHz, because positive and

negative peaks in spikes happen quickly, and insufficiently fast sampling can cause these peaks to

artifactually fall below spike detection threshold (Blanche and Swindale, 2006). Nyquist interpo-

lation was used to correct for both of these artifacts. Nyquist interpolation to 50 kHz was chosen

because there was no appreciable improvement in going any higher (Blanche and Swindale, 2006).

Sample-and-hold correction and interpolation were performed in a single step on the fly every

time raw data were called for, such as when scrolling through the data or during spike detection.

Data were Nyquist interpolated by convolution (numpy.convolve) with a bandpass sinc function.

The sinc function used for each channel was offset by the appropriate amount to correct for its

sample-and-hold delay.

Because the frequency content of extracellular spikes spanned most of the recorded bandwidth

(0.5–6 kHz), any further digital filtering to reduce noise would have also reduced signal, and the

signal to noise ratio would have remained unchanged (Swindale and Spacek, 2014). Therefore, no
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filtering was performed on the raw data.

3.4 Spike detection

Next, spike detection was performed on the preprocessed data. Data were divided into slightly

overlapping blocks (10 s long, 2 ms overlap), and preprocessing and detection were performed on

each block independently. This allowed time dependent voltage thresholds to be calculated and

applied, with a time resolution of one block. It also allowed detection to be split up into parallel

independent tasks, which made for faster execution on a multicore CPU. Working on blocks was

also much more memory efficient than trying to preprocess an entire track’s raw data (107 GB for

ptc15.tr7c) at once. Blocks overlapped slightly to accommodate spikes that straddled block borders.

Channel and time dependent voltage thresholds were calculated by estimating the noise on each

channel within each block. Noise levels can be estimated by taking the standard deviation of each

channel’s voltage data, but estimation by standard deviation is biased by the presence of spikes in

the data. Higher spike rates and higher amplitude spikes lead to higher standard deviation, even

when background noise levels remain the same. The median is a better method for estimating noise

in the presence of spikes (Quian Quiroga et al., 2004), and was used instead. Voltage thresholds

were calculated according to

Vt(i, j) = max

{
A

median(|V (i, j)|)
0.6745

, Vmin

}
(3.1)

(Quian Quiroga et al., 2004), where A is a noise multiplier, V is the preprocessed voltage data, i

and j are channel and time block indices respectively, and Vmin is a minimum threshold. A = 6

was applied, and gave good discrimination between noise and spike-like peaks. Vmin = 40 µV was

also applied: events below that were deemed too difficult to reliably discern from noise events, even

on channels and during periods of very low noise.

A peak was defined as the largest extremum between each pair of zero crossings on a given

channel. A subset of these peaks had amplitudes exceeding Vt, referred to here as trigger peaks.

Trigger peaks were examined one at a time in temporal order. Each was tested to decide if it

was part of a spike, and also if it was the primary peak of that spike, i.e., the best peak to align

to in space and time. Positive and negative peaks were given equal consideration. Because a

spike can generate signal on several channels, and because spikes generally have two or more peaks

of opposite sign (Figure 3.3), a local spatiotemporal search was performed around each trigger

peak, constrained to channels within a radius of rlockout = 150 µm and to timepoints within ±
dtmax = 0.4 ms. All peaks within the search window were compared to the trigger peak. Peaks

were characterized by their “sharpness”, defined as

Sp =
Vp

2

dtz
(3.2)
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Figure 3.3: Examples of 4 types of spikes, shown clustered, with 20 randomly chosen spikes
plotted in each cluster. Mean and standard deviations of waveforms (thick lines and translucent
bands, respectively) are mostly obscured by the spikes. Upper panels show larger slower spikes,
while lower panels show smaller faster ones. A: Spikes with most of their signal on one channel
and much less on surrounding channels. These had a prominent negative and positive peak. B : A
cluster with similar spike shape, but with a broader distribution in space. The neuron generating
these spikes likely fell in between the two channels with the largest amplitude. C : Rarer, mostly
positive-going spikes, with a very slow, low amplitude negative peak. D : Spikes with 3 peaks, in
this case 2 smaller positive peaks flanking a larger negative peak. Scale bar: 0.5 ms, 100 µV. Site
spacing: 65 µm.

where Vp is the amplitude of the peak and dtz is the time between zero crossings on either side of

the peak. As a result of the squaring, for large and small peaks that were proportionally shaped,

larger peaks were defined as sharper.

On each channel within the search window, the sharpest peak was found and paired with its

sharpest temporally adjacent peak, either the one immediately to its left or its right, if any. Peak-

to-peak sharpness Spp was defined as the sum of the sharpness measures of the adjacent pair.

The channel within the search window with maximum Spp was labelled the primary channel of

the putative spike. This channel sometimes differed from the channel of the original trigger peak

around which the search window was centered. In other words, sometimes the trigger channel

and the putative spike’s primary channel were not the same. When this was the case, the current
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trigger peak was rejected, and eventually the sharpest peak on the primary channel would be

encountered as a threshold crossing trigger peak in its own right. This heuristic helped prevent

excessive shifting around in space from trigger channel to primary channel, which qualitatively

helped reduce migration to the spatial edge of the search window, and the associated edge effects.

It also prevented low amplitude spikes from locking out (see below) neighbouring larger amplitude

spikes that immediately followed.

A second heuristic was also applied in time: if the trigger peak came before the sharpest peak,

the trigger peak and its associated search window was again rejected. This prevented prematurely

setting the temporal detection lockout (see below) on the primary channel, which was important

because sometimes the early peak on the primary channel was part of a different yet to be detected

spike on a nearby channel. Both the spatial and temporal heuristics were used to prevent an

incorrectly centered detection lockout in space and time. In this way, the search window was used

to check if the trigger peak and the sharpest peak were identical.

Next, the adjacent peak pair with maximal Spp was tested to ensure that its peak-to-peak

voltage Vpp exceeded Vppt = 1.5Vt. If so, the adjacent peak pair was considered to be the center

of a plausible spike. Together, the Vt and Vppt absolute value voltage thresholds, and the dtmax

temporal threshold constituted a very general expectation of what a spike should look like. This

allowed for detection of both fast and slow spikes with two or more peaks of alternating sign, and no

restriction on the relative amplitudes of the peaks, nor their absolute sign. However, monophasic

spikes were excluded (see Section 3.13.1).

Unfortunately, there was no parametric measure that could be used to align a spike to one of

its peaks. A small change in spike shape due to noise could cause a sudden shift in the sharpness

rank of peaks belonging to the spike. Therefore, a new inclusion window was formed aligned in

time to the negative peak of the pair (Figure 3.4), and centered in space on the primary channel, as

before. The negative peak was chosen because extracellular spikes are mostly negative-going, and

prior to clustering with many other similar spikes, there was no way to otherwise determine which

of the two sharpest peaks, positive or negative, was more appropriate for alignment. Subjectively

evaluated alignment errors occurred mostly on rarer, positive-going spikes (Figure 3.3C). After

initial clustering (Section 3.6), such errors were later corrected by best fit realignment, or by

forcing realignment to the biggest positive peak (Section 3.7).

The new spatiotemporal window was constrained to an inclusion radius rinclude which, like

rlockout, was also set to 150 µm (but could be set differently if desired). For a 3 column polytrode

with 65 µm hexagonal spacing, rinclude = 150 µm resulted in about 12 included channels per spike.

One millisecond of data was saved: 0.4 ms before the earlier of the two adjacent peaks, and 0.6 ms

after (although figures in this chapter show ± 0.5 ms, this was later changed to capture more of

the slower afterhyperpolarization (AHP) of each spike). At a sampling rate of 50 kHz, this gave 50

timepoints per channel, for a total of ∼ 600 voltage values per spike. These were saved to disk along

with various other parameters characterizing each spike. Saved waveforms remained interpolated
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Figure 3.4: Spike detection of data in the dashed box in Figure 2.3. Detected spikes are indi-
cated with a vertical raster line at the negative peak of their primary channel, spanning all the
channels that fell within a 150 µm radius — in this case, 4 channels above and below each primary
channel. Raster lines are coloured according to the primary channel of each spike. Low amplitude
single channel (grey arrows) and multichannel (white arrows) spike-like events were not detected
because they were subthreshold. Each channel had a different threshold based on its noise level
(Equation 3.1). Grounded channels were disabled for spike detection. Scale bar: 1 ms, 100 µV.
Site spacing: 65 µm.
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and sample-and-hold corrected. Saved data were approximately 20× smaller than the original .srf

data acquisition files, and could be relied on almost exclusively for subsequent spike sorting (.srf

files were still required for substantial spike realignment, see Section 3.7). This allowed the rest of

the spike sorting process to be much more portable.

During all of the preceding spike detection steps, a channel dependent temporal lockout was

constantly enforced and updated. This lockout prevented multiple registrations of the same spike.

For example, when testing a putative spike against the lockout, if a previously detected spike on

a proximal channel extended up until or past the primary peak of the putative spike, the putative

spike was locked out and hence rejected. Most likely, this putative spike consisted of one or more

peaks belonging to the previously detected spike. However, keeping the lockout highly localized in

space and time was also desirable to prevent the unintended lockout of distinct spikes. Therefore,

a balance was struck in the spatiotemporal extent of the lockout, between minimizing multiple

registrations of the same spike, and minimizing the loss of distinct spikes.

The lockout was updated after each detection of a spike. The channels included in the lockout

were those that fell within rlockout of the spike’s primary channel. The lockout time for each spike

was different on each locked out channel. On the primary channel, the lockout was set to the time

of the later of the spike’s two adjacent peaks. The same held for the corresponding peaks on other

channels within rlockout. However, peaks on nearby channels were not always simultaneous in time

(Figure 3.5). To find the corresponding peaks on nearby channels, each channel within rlockout was

searched ± dt/2 around the time of each peak on the primary channel, where dt ≤ dtmax is the time

between the spike’s adjacent peaks on its primary channel. If more than one peak was found on a

given nearby channel within the given time range, the peak closest in time to that on the primary

channel was chosen as the corresponding peak. If no peak was found on a given nearby channel

within the required time range, the corresponding peak was declared to be at the same timepoint

as that on the primary channel. When searching for corresponding peaks, sign was ignored. This

allowed for polarity inversion across channels, which could occasional occur (e.g., green unit in

Figure 3.10B).

Since sufficiently realistic simulations of extracellular cortical spike data are currently lacking

(Section 3.12), manual inspection of hundreds of detected spikes and minutes worth of data was used

to evaluate spike detection performance. No obvious spike detection errors were found, whether

false positive or negative (but see arrows in Figure 3.4 for less obvious false negative candidates).

Errors were generally only found during clustering (Section 3.9), in which many thousands of spikes

were considered at a time. By nature, only false positives could be found during clustering. False

positive spike detection error rates were ∼ 1% of detected spikes. Many other apparent detection

errors were simply spike alignment errors that were easily corrected (Section 3.7).
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Figure 3.5: Spike propogation in space
can have noticeable delays, resulting in non-
simultaneous peaks on nearby channels. 20
spikes are shown from a cluster in ptc22.tr1.
The top left channel is the primary channel
(with maximum Spp), and is also the top left
site of the polytrode. Yellow markers de-
note the primary peak on each channel, and
red markers denote the later secondary peak.
Markers were aligned to the mean, but each
spike deviated slightly. All channels within 150
µm of the primary channel are shown. The
peaks of channels without markers were too
small and inconsistent to mark in this display.
Scale bar: 0.5 ms, 100 µV. Site spacing: 65 µm.

3.5 Spatial localization

Once detected, each spike was localized to a 2D position along the plane of the polytrode. A

2D Gaussian distribution was fitted to the spatial voltage distribution of each spike, namely Vpp

calculated from the adjacent peak pair on each of the spike’s included channels (Section 3.4). The

Gaussian model’s position was initialized to the Vpp-weighted mean position of the spike’s channels.

Although some cells’ voltage distributions were clearly elliptical (e.g., Figure 3.13B, magenta and

darker blue units), a circularly symmetric Gaussian distribution with a spatial extent of σ (with

σ ≡ σx ≡ σy) was used to reduce the number of free parameters. Circular symmetry was imposed

for model stability given the limited amount of spatial data provided by each spike, especially in

the x direction which had at most only 3 values for a 3 column polytrode. σ was initialized to 50

µm, approximately the average spatial extent across all spikes (Figure 5.3). Vpp at any point (x, y)

along the plane of the polytrode was modelled by

V̂pp(x, y) = Ae−
(x−x0)

2+(y−y0)
2

2σ2 (3.3)

where (x0, y0) is the distribution’s spatial origin. The amplitude A was fixed to Vpp of the primary

channel, which was usually also the maximum Vpp of all the included channels. Keeping A fixed

reduced the number of free parameters to 3.

The Levenberg-Marquardt (LM) least squares algorithm (scipy.optimize.leastsq) was used

to fit the model to each spike. The algorithm was given Vpp for each of the spike’s channels, along

with the (x, y) coordinates of each channel. On every iteration, the free parameters x0, y0, and σ

were modified to minimize the squared error between the model (V̂pp(x, y)) and the data (Vpp(x, y)).

The final values of x0, y0, and σ were saved with the rest of the spike’s information.

Spike location and amplitude is one way to reduce a ∼ 600 dimensional voltage space (Sec-
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tion 3.4) down to only three dimensions (x, y, Vpp), and initial attempts were made to cluster

spikes in this space. However, this space on its own ignores all temporal information about spike

shape. Spikes with very distinct shapes could share the same position in this space, and conversely,

due to spatial drift over time, spikes with very different positions in this space could still belong

to the same cluster (Figures 3.6 & 3.12). Therefore, the (x, y, Vpp) space was poorly suited for

unit clustering. Nevertheless, spatial localization was useful for visualizing the spatial position

and amplitude of spikes along the polytrode (Figure 3.6). It was also useful for estimating the

spatial position of clusters based on the median of the spatial positions of their constituent spikes

(Section 4.4), allowing clusters to be arranged in vertical spatial order.

3.6 Initial channel split

To create an initial set of clusters, the set of detected spikes was split according to each spike’s

primary channel. This resulted in up to 54 initial clusters, one per polytrode channel, numbered

in order from top to bottom of the polytrode. This “divide-and-conquer” approach (Swindale and

Spacek, 2014) to splitting the full set of spikes into a few dozen smaller ones was desirable for

two reasons. First, a common set of channels within a given set of spikes was required before any

dimension reduction (Section 3.8) could be applied to them. Second, clustering with the GAC

algorithm (Section 3.9) takes up to O(N2) computational time, where N is the number of spikes.

Splitting up the large initial group of unclustered spikes to reduce N within each group was therefore

very computationally advantageous for clustering.

Splitting spikes by their primary channel resulted in only a very preliminary set of clusters.

These were then further split into single unit, multiunit, and noise clusters, some of which were

later merged (Section 3.10.2). For example, some units fell half-way between two channels, resulting

in spikes whose primary channel alternated between two channels (Figure 3.3B). Also, clusters

belonging to neurons drifting in time (Figure 3.12) were often initially oversplit, and were merged

later on.

The alignment, dimension reduction, clustering, and verification steps that follow were per-

formed iteratively on clusters ordered vertically in space, from top to bottom of the polytrode.

Once a cluster at a given position on the polytrode was judged sufficiently clean and well clustered

(Section 3.10), it was marked as “good”, which highlighted it in green in the cluster list (Fig-

ure C.3). Attention was then shifted to the next cluster down the polytrode. This way, progress

was made visually obvious to the user. Occasionally, after a few rounds of merging and splitting,

clusters were renumbered to keep them spatially ordered from top to bottom.

3.7 Alignment

Before applying any dimension reduction to a group of spikes, spikes had to be properly aligned,

otherwise subsequent clustering steps could split groups of spikes based on spike misalignment
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Figure 3.6: Spatial locations and Vpp of ∼ 1.9M spikes from track ptc22.tr1 after clustering
(Section 3.9) and verification (Section 3.10). Spikes are plotted as points in a 3D (x, y, Vpp) space,
represented by red, green and blue axes respectively. Each dimension is normalized by its standard
deviation, except for y, which was normalized by the standard deviation of x to maintain aspect
ratio. Positive y points down the polytrode, and Vpp of each spike is that of its primary channel.
Points are plotted with perspective, from different views: A: above the plane of the polytrode;
B : obliquely; and C : from the side. Colours represent distinct clusters, with 10 colours cycling
along the y axis. In this space, what appears to be a single cluster can sometimes be multiple
clusters when plotted in a more discriminating space, such as PCA (Section 3.8). Alternately,
distinct clusters in this space (e.g., the high amplitude bimodal green cluster) can in fact be a
single cluster that has drifted in position (Figure 3.12A). Gaps of points are due to faulty sites or
an excess of noise events or multiunit spikes. Axes bars represent σc = 0.43 in each dimension (see
Section 3.9.1).
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instead of genuine differences in spike shape (Figure 3.7). Since all spikes were aligned to their

negative peak during detection, and since most spikes consist of a sharp negative peak followed by

a wider positive peak, most spikes within a given cluster were already reasonably well aligned to one

another. However, some cells had spikes whose primary channel alternated between two or more

channels, due to noise or drift. Some spikes had two similarly sharp negative peaks, while other

spikes were predominantly positive-going. Any of these cases could lead to alignment errors. Even

modest misalignment could result in artifactual clusters (Figure 3.7). Larger misalignments could

distort cluster distributions (Figure 3.8), which could further complicate downstream clustering

steps.

With spikes split into an initial set of clusters (Section 3.6), they could now be aligned to one

another by best fit, instead of by the (often noisy) features of individual spikes. To realign spikes by

best fit, the desired cluster was selected, as were the channels and time range on which to calculate

waveform differences. Usually, only the top one or two largest amplitude channels were selected.

On the selected channels, the mean waveform of all of the cluster’s spikes was calculated. Then,

for each spike, the sum of squared differences was calculated between the spike’s waveform and the

mean waveform. The sum of squared differences was used instead of the RMS difference in order

to decrease calculation time. Each spike was then shifted up to 2 interpolated timepoints in either

direction (± 40 µs), for a total of 5 possible positions (including no shift). The sum of squared

differences was calculated at each position, and the spike was shifted to the position that gave rise

to the smallest sum of squared differences. The user typically executed this process 2 or 3 times,

the mean waveform updating each time. After a few best fit realignments, the number of realigned

spikes per realignment approached zero, and the standard deviation of the spike waveforms settled

at a minimum value.

Note that the above best fit realignment process could be performed on any desired selection

of spikes, whether selected individually or by selecting one or more clusters. The only requirement

was that all selected spikes shared at least one common channel. However, realignment was most

often performed on one single cluster at a time.

When shifting spike waveforms, missing end points were replaced automatically, such that the

last real value at a given edge was repeated the appropriate number of times to pad the waveform

to the proper width (50 timepoints for the usual case of 1 ms waveforms interpolated to 50 kHz).

Though not often necessary, this edge data could be replaced by reloading the actual data from

disk. For the occasional spikes that were realigned many times and were shifted by a large amount,

this was an important feature. Padding with edge data and only occasionally reloading made for

much faster realignment and decreased the need for access to the continuous waveform data on

disk.

After spike detection was complete, the spatiotemporal lockout for each spike (which only made

sense in continuous time) could no longer be applied. Yet, given enough best fit realignments,

it was possible to violate previously observed lockouts and shift a detected spike far enough that
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pre-aligned post-aligned merged

Figure 3.7: Spike misalignment can result in artifactual clusters. Left : Two clusters are plotted,
with mean waveforms above and cluster plot below. Cluster plots are based on the first 3 principal
components (PCs) (Section 3.8) calculated from the 5 selected green channels. The first cluster
plot is rotated to show maximum cluster separation, and the rest maintain the same orientation. In
cluster space, the pair are distinct as indicated by their high NDsep value (Equation 3.9), but the
similarity of their mean waveforms suggests that they may instead be a single cluster split into two
clusters of slightly different alignments. Middle : The two clusters realigned to each other, using
the sum of squares best fit of each spike’s waveform to the mean waveform of all the spikes from
both clusters, measured on only the 5 selected channels (highlighted in green). Realignment was
performed 3 times, with fewer spikes shifted each time. Separation in cluster space disappeared,
suggesting the pair were indeed oversplit. Right : The two realigned clusters merged into a single
cluster. Scale bar: 0.5 ms, 100 µV.

it erroneously merged with another one nearby in space and time. This could happen due to

high initial misalignment resulting in the lack of a local minimum in the sum of squared differences.

During best fit realignment, spikes were shifted by no more than 40 µs at a time to help prevent such

spike mergers. Given enough realignments, even this did not provide complete protection. However,

it was generally obvious from the plotted waveforms and the displayed realignment statistics when

spikes were shifting too far or in the wrong direction. In such a case, the user would stop any further

realignment, and upon clustering, the now grossly misaligned spikes would split off as a cluster,

which could be dealt with separately (Figure 3.8, middle). It was also possible to realign spikes to
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Figure 3.8: Spike misalignment can result in non-Gaussian clusters. Left : Above, 20 randomly
selected spikes from a cluster are plotted over top of the cluster’s mean waveform (thicker red
line). Despite all being aligned to their negative peak by default, many of the cluster’s spikes were
misaligned due to being predominantly positive-going (Figure 3.3C). Below, the resulting non-
Gaussian distribution of the cluster’s points, based on the top 3 PCs (Section 3.8) of the selected
channel. Middle : After best fit realignment of waveforms on the single selected channel (green),
the mean waveform increased in amplitude and the main cluster became much more Gaussian.
A second sparser cluster below the main one was the result of spikes that began so far out of
alignment that best fit realignment failed to properly realign them. This sparser cluster was split
off and realigned with some manual intervention (alignment of each spike to its positive peak, then
best fit of spikes within the cluster, then best fit with the main cluster). Right : The sparser cluster
was then merged back into the main cluster. The final cluster distribution is much more Gaussian
than the original.

either of their two original peaks (positive or negative), or to manually shift a selection of spikes

left or right by a desired amount. Once spikes were manually shifted closer to their (subjectively)

proper alignment, best fit realignment could once again be used.

3.8 Dimension reduction

Given that each spike inhabited an impractically large ∼ 600 dimensional space (Section 3.4), the

number of dimensions had to be greatly reduced before clustering. Most spike sorting methods

that rely on clustering in a dimension reduced space use only 2 dimensions (Lewicki, 1998). Since 3

dimensions are the most that can be easily visualized, and since any more than the top 3 dimensions

from either of the reduction methods below (PCA or ICA) are unlikely to improve clusterability,
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spikes were reduced to a 3D space before clustering.

One way to reduce dimensionality is with PCA (Shlens, 2009). Neighbouring waveform data

values are significantly correlated in space and time. PCA can take such a correlated data set and

represent it in terms of orthogonal (principal) components that are uncorrelated. These orthogonal

components can then be ranked according to the amount of variance of the original data that

they explain. For Gaussian distributed data, typically only the top few components are needed to

accurately reconstruct the data (Shlens, 2009). This allows for a great reduction in dimensionality.

Note however that the goal here is not to reconstruct the data in a low dimensional space with

maximal accuracy, but rather to reduce the data to a space that maximally reveals clusters.

First, for a given selection of spikes, such as those belonging to the initial channel-based clusters

(Section 3.6), the relevant channels were selected either automatically or manually. For automatic

channel selection, the median of the modelled spatial positions of the selected spikes (Section 3.5)

was calculated. Then, a radius r was calculated around this median position such that r encom-

passed 95% of the modelled spatial σ values of the selected spikes. All channels that fell within r

of the median spatial position were then automatically selected. Channels could also be manually

toggled by simply clicking on them.

The relevant time range on the selected channels could be left at the full 1 ms width, or

manually reduced in 0.1 ms increments to include only the higher amplitude parts of the spike

waveforms, around the peaks. In either case, the chosen time range was always centered on the

spike waveforms (i.e., at t = 0.5 ms of each spike’s saved waveform data). Generally, the most

relevant channels and time ranges were those with the greatest signal and/or the greatest signal

variance (Figure 3.9). Discriminative channels and time ranges could also be revealed by plotting

random subsets (e.g., 20) of the selected spikes at a time, and watching which channels and time

ranges had signals that varied the most between subsequent random samplings. Selected channels

and time ranges were highlighted in green (Figures 3.7, 3.8 & 3.9, all showing full 1 ms width time

range selection). Ideally, channel and time range selection excluded waveform data that were not

useful for distinguishing spikes, such as channels and times during which spike waveforms had little

or no signal. Restricted channel and time range selection also reduced the dimensionality of the

inputs to PCA and ICA, allowing them to run faster.

Next, for each spike, the waveforms on the selected channels in the selected time range were

concatenated into a single ndim long row vector, where ndim is the product of the number of

selected channels and timepoints. Row vectors from all selected spikes were combined to form an

nspikes × ndim input data matrix. PCA was performed on this matrix, and the scores of the top 3

PCs were used to characterize each spike.

Another way to reduce data dimensionality is with ICA (Comon, 1994; Bell and Sejnowski,

1995; Hyvärinen et al., 2001). Unlike PCA, ICA considers higher-order statistics instead of just

second order statistics. ICA does a better job of separating out components of non-Gaussian

distributed data by searching for components of maximum independence. These components are
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Figure 3.9: Channel selection affects clusterability in a dimension reduced space. This is shown
here by comparing two existing clusters (red and yellow), but applies equally well to unclustered
spikes. Top: Mean cluster waveforms. Channels and time ranges selected for dimension reduction
are highlighted in green. In this example, the full 1 ms time range was selected on each channel,
represented by the full length of each green line. Shorter selected time ranges, symmetric about
t = 0.5 ms (vertical lines), were represented by proportionally shorter green lines. Bottom :
3D PCA cluster plots. PC0, PC1 and PC2 are along the red, green and blue axes respectively.
Each cluster plot is rotated to show maximum cluster separation. The optimal manual channel
selection in B resulted in a much more clusterable space than in A, as denoted by the NDsep
values (Equation 3.9). The optimal channels were usually those that showed the greatest signal
variance. C : Automatic channel selection resulted in separation nearly as good as the optimal
manual channel selection in B . Note that even though the channels selected in C are the union
of those in A and B , separation in B is better. This shows that, at least in a dimension reduced
cluster space, some channels can worsen clusterability. Scale bar: 0.5 ms, 100 µV.
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not necessarily orthogonal to each other, as they are in PCA. Whereas PCA can only rotate its

entire set of components together, ICA can also change the angles between its components. Various

flavours of ICA exist. The method used here was FastICA (Hyvärinen, 1999; Hyvärinen and Oja,

2000), implemented in the MDP Python library (mdp.fastica).

Prior to performing ICA, the nspikes × ndim input data matrix was prepared the same way as

described above. But because ICA is much more computationally expensive than PCA, PCA was

first applied to partially reduce the dimensionality (Scholz et al., 2004). The top 7 × nchans PCs,

where nchans was the number of channels selected, were kept to create a reduced input data matrix.

ICA was then performed on this reduced matrix. A factor of 7 was chosen as a good trade-off

between speed and cluster separability. Unlike PCs, independent components (ICs) do not come

with associated scores. However, components can be scored post-hoc by various means. In this case,

they were scored by their kurtosis (scipy.stats.kurtosis), a 4th order statistical measure of the

“peakiness” of a distribution. Kurtosis is one way of measuring how non-Gaussian a distribution is.

By sorting by kurtosis, the components were sorted by how non-Gaussian they were, and therefore

by their statistical independence from each other (Scholz et al., 2004).

ICA was especially useful for separating clusters of vastly different numbers of points (size

ratios > 50, Figure 3.10A & B). The small clusters in such pairs could consist of spikes, often

belonging to some other existing larger cluster, or noise events, which were discarded. Conversely,

and surprisingly, ICA was dramatically worse than PCA at separating similarly sized clusters (size

ratios < 10, Figure 3.10C, see Section 3.13.2 for discussion). Therefore, PCA was generally used

first to reveal large clusters within a selection of spikes, and ICA was run later on each of those

clusters to check for contamination (Section 3.10.1).

In addition to the top ranked PCs or ICs, other parameters could also be chosen as one or

more dimensions to plot in 3D: spike spatial parameters x0, y0 and σ; peak-to-peak voltage Vpp;

the time dt between the peaks of a spike; and spike time t. Of these, only t was found to be useful

for clustering. The rest were all encapsulated by PCA and ICA of spike waveforms. Though not

easily visualized, clustering in more than 3 dimensions was explored but did not show any practical

benefit. Wavelet decomposition (Quian Quiroga et al., 2004) and wavelet packet decomposition

(Hulata et al., 2002), extensions of Fourier decomposition which consider both signal frequency

and time, were also explored (using the PyWavelets library, http://www.pybytes.com/pywavelets)

but did not prove very useful (not shown). Although any 3 parameters could be plotted in any

combination, all clustering was done either in pure PCA or ICA space, or the top two PCs or ICs

were plotted vs. t to handle drift. In practice, all clusters were examined in four different 3D spaces:

pure PCA, pure ICA, the top two PCs vs. t, and the top two ICs vs. t. Each plotted dimension

was rescaled such that it had zero mean and unit variance. Spatial parameters x and y were both

normalized by the variance of x to maintain a constant spatial aspect ratio.
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Figure 3.10: ICA separates clusters with large size ratios better than PCA. Top: Mean cluster
waveforms, with channels selected for dimension reduction highlighted in green. Clusters are plotted
in PCA space (middle) and ICA space (bottom). Each plot is rotated to show maximum cluster
separation. NDsep values (Equation 3.9) quantify the separation of each cluster pair. A: A pair of
clusters with 6970 (red) and 190 (white) spikes each. Because there were so few points in the white
cluster, the mean waveform of the red cluster was essentially identical to that of all the spikes from
both clusters. In PCA space, the smaller white cluster is encompassed by the tail of the larger red
one. Their distinctness is revealed only in ICA space. B : Another example cluster pair with a large
size ratio (orange: 6772 spikes, green: 101 spikes). C : A cluster pair (same as in Figure 3.12D)
with similar numbers of spikes (yellow: 41376; cyan: 36633). In this case, because the clusters were
not drastically different in size, PCA did a much better job of separating them than ICA (but see
Section 3.13.2). Scale bar: 0.5 ms, 100 µV.
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3.9 Clustering

With an appropriately chosen low dimensional space, spikes were ready to be partitioned into

clusters representing putative neurons. Initial attempts at manual clustering involved drawing 3D

ellipsoids. This generally allowed the user to visually cluster the data as desired, but it incorrectly

imposed ellipsoidal shapes with hard boundaries. Just as critically, it proved far too laborious and

slow, and was subject to more user bias than an automated algorithm. However, occasional manual

“painting” of points in 3D with the mouse was used to quickly examine and potentially split off

small numbers of outlier points from a large cluster.

All of the clustering algorithms described in Section 3.1.2 were attempted, but with limited

success. HC was tested using the scipy.cluster.hierarchy and hcluster Python libraries,

but was eventually rejected due to poor results. EM+GMM was tested using the method and

MATLAB code of Bar-Hillel et al. (2006), but was found to be very slow, especially for more

than a few thousand spikes and a few clusters. Also, splitting the data into time chunks resulted

in the loss of neurons that fired very sparsely. SPC was tested using software from Blatt et al.

(1996) and Quian Quiroga et al. (2004), but often an ideal temperature could not be found to

satisfactorily cluster the data presented here (e.g., Figure 3.11). Clusters were either oversplit or

undersplit. Also, SPC was sensitive to narrow, low density bridges of points between clusters, and

would incorrectly combine such clusters (Swindale and Spacek, 2014). SPC is somewhat insensitive

to density variation, and this was found to be a drawback rather than a benefit.

With all existing methods, it was often difficult or impossible to cluster the points in the way

the user desired. In 3 dimensions or less, obvious (and often non-Gaussian) clusters were often

visible in the data that none of the algorithms could easily find.

3.9.1 Gradient ascent clustering

Instead, a new clustering algorithm, GAC, was developed to mimic the clustering a human user does

by eye. Visually we look for local peaks in the density of points, at the appropriate spatial scale.

GAC iteratively clusters data according to local density peaks, at the chosen spatial scale. Before

iteration began, all points were first duplicated into a set of “scout” points. During iteration, the

original data points remained motionless, while the scout points were allowed to move and merge

with one other.

In the first step of each iteration, the local density gradient of data points around each scout

point was calculated, and each scout point was moved up its gradient by an amount relative to the

gradient’s magnitude. The update step vector ∆s of scout point i’s ndim-dimensional position si
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was

∆si =

α

n∑
j=1

dijfij

n∑
j=1

fij

(3.4)

where α is the gain of the step vector (α = 2.0 was used), dij is the distance vector between scout

point i and data point j, f is the spatial kernel used to define locality, and n is the number of

data points in the neighbourhood of the scout point. The summation in the numerator represents

the local density gradient, normalized by the summation in the denominator. Although n could

potentially include all N data points in the cluster space, in practice given a kernel characteristic

scale σc, there was no benefit in setting n = N . Instead, for computational efficiency n was limited

to data points that fell within a radius rneigh = 4σc of the scout point. The chosen spatial kernel

was an ndim-dimensional Gaussian distribution,

fij = e
−
d2ij

2σ2c (3.5)

where dij is the Euclidean distance between scout point i and data point j. As mentioned previously

(Section 3.8), ndim = 3 was used.

The second step of each iteration was the merge step, during which the actual clustering oc-

curred. During the merge step, a search was performed around each scout point for other nearby

scout points, merging those that were sufficiently close to one another. The threshold for this de-

cision was a merge radius set to a fraction of σc, rmerge = 0.25σc. For ease of bookkeeping, for any

pair of scout points to be merged, the scout point with the higher index was always merged into

the scout point with the lower index. On each merge, the original index of each scout point and

the new scout point it had been merged into were both kept track of, such that when the algorithm

exited, each original data point (from which all scout points originated) had an index that assigned

it to one of the remaining scout points.

The completion of both steps, gradient ascent and merge, constituted a single iteration of the

algorithm. On each iteration, the number of scout points generally decreased, while each remaining

scout point neared its local density peak. There were two convergence criteria, either of which was

sufficient to signify convergence and cause the algorithm to exit. The first kept track of how many

iterations in a row had occurred without a single merger of any scout points. If this reached 1000,

the algorithm would exit. The second convergence criterion kept track of how far each scout point

moved during the update step. Scout points that moved less than 10−5σc on any iteration were

deemed to have stopped moving, and were marked as so. Scout points marked as stationary could

be skipped during the update step, and pairs of stationary scout points could be skipped during the

merge step, reducing computational time. If at any point all of the scout points stopped moving,
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A B C D

Figure 3.11: GAC dependence on σc. In this example 50,000 points are plotted in 3D PCA space,
rotated to show maximum separation. Five distinct clusters are visible to the eye. Clustering
results from left to right ranged from oversplit to undersplit, depending on the user-set value of
σc. Of the four values, σc = 0.22 (B) gave the best result in this example. Results were consistent
within about ± 25% of that value. Two axes are visible in each panel. The size of the central axes
corresponded to σc, allowing the user to better gauge its optimal value according to the separation
of visible clusters.

the algorithm would exit. Upon convergence, each remaining scout point represented the center of

a cluster. All scout points that had been merged into a particular remaining scout point shared the

same index and belonged to the same cluster. Any clusters with less than 5 points were marked as

unclustered outliers by assigning them a cluster index of 0.

The only parameter adjusted by the user on a regular basis was σc, which defined the spatial scale

of cluster separation judged to be relevant to the data. Low σc values yielded many local density

peaks, corresponding to many small clusters. High σc values yielded fewer local density peaks,

corresponding to only a few large clusters (Figure 3.11). A single σc value was used uniformly

in all dimensions. This was feasible because the data were normalized in all dimensions during

dimension reduction (Section 3.8). Importantly, this limited the number of parameters requiring

user adjustment to only one.

The normal range of values for σc was 0.1 < σc < 0.9, and the most common value was σc ≈ 0.4.

The value of σc chosen by the user was visually guided by the spatial structure of the data plotted

in the 3D cluster space. A set of axes whose size represented σc was scaled until it was roughly the

size of the minimum separation between clusters. Using the mouse or keyboard, the cluster space

could be zoomed, translated, and rotated at will, and the axes could be independently positioned

and sized relative to the data (Figure C.3). The desired clustering, as evaluated by eye, was usually

accomplished on the first attempt, but if need be σc adjustment and execution of GAC could be

done iteratively until the desired clustering result was obtained (Figure 3.11B). Undersplitting was

corrected by decreasing σc, and oversplitting by increasing it. The user could undo or redo any

number of clustering operations, including cluster splitting, merging and deletion. This allowed for

easy before and after comparison of GAC results. GAC performed fast enough (Figure C.4) for

interactive manipulation of σc.

Clustering results were usually consistent within a range of σc values. For example, the clustering
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result in Figure 3.11B was tolerant to within about ± 25% of its optimum value. This meant that

for a given set of points in a given cluster space, there was rarely a need to finely optimize σc.

An automated method of choosing σc, which searches for a range of values over which the number

and size of found clusters remain invariant, is described in Swindale and Spacek (2014). However,

because spyke is heavily focused on user interactivity, this automated σc selection method was not

implemented here.

The α parameter controlled the rate of gradient ascent. If set too high, scout points could

overshoot and then oscillate around the local density peak. If set too low, the algorithm would take

excessively long to converge and might even exit prematurely. A good compromise was found by

setting α = 2.0.

Although devised independently, it was later found that GAC is a modification of the mean-shift

clustering algorithm (Fukunaga and Hostetler, 1975). The chief difference between the two is that

in GAC, scout points are merged on each iteration, greatly speeding up the algorithm by rapidly

decreasing the number of scout points to iterate over.

3.10 Cluster verification

Performing dimension reduction on a channel-based cluster and running GAC on the resulting

set of points was only the first step. Despite appearances, there was no guarantee that the newly

found clusters were indeed unimodal, distinct, and free of noise events and misassignments. Cluster

verification proved to be the most lengthy and laborious step.

There were three major issues to deal with during cluster verification: undersplitting, oversplit-

ting, and misassignment. The outcome of cluster verification was the classification of each cluster

as either single unit or multiunit. This classification was made by the user, and was based on both

subjective and objective measures. Classification of each cluster depended on its unimodality, its

distinctness from other clusters in 3D cluster space, and the consistency of its plotted spike wave-

forms. If a cluster was mostly composed of what were obviously noise events, or was an unsplittable

collection of noise and spike-like events, a third option was also available: deletion. However, no

detected spikes (whether genuine or noise events) were ever truly deleted. Instead, events were

discarded by assigning them to a special cluster with index 0. Single unit and multiunit clusters

were assigned positive and negative cluster indices, respectively. Given sufficient user confidence

in the isolation quality of a single unit cluster, it would also be marked as “good” for export for

subsequent spike train analysis (Chapters 4–6). Any time such a cluster’s list of member spikes

changed due to splitting or merging, its “good” flag was cleared to indicate that it needed to be

re-verified. In practice only a subset of single unit clusters were judged to be adequately isolated

and were exported. All other clusters, both single unit and multiunit, were kept for potential fu-

ture refinement but were not exported. Only about half of all threshold crossing events accepted

as plausible spikes during spike detection (Section 3.4) were exported (Table 4.1).
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3.10.1 Undersplitting

Each cluster was tested for undersplitting to ensure that it was unimodal and consisted of spikes

of uniform shape, with as few noise events as possible. Upon choosing the most relevant channels

and time range (Section 3.8), each cluster was examined for multimodalities in all four of the

critical 3D cluster spaces: pure PCA, pure ICA, and the top two PCs and ICs vs. spike time t.

Multimodality in any one of these spaces suggested that the cluster was undersplit, but was not

necessarily definitive. For example, a rapid but smooth and continuous shift in waveform shape

could result in a multimodal cluster in pure PCA space, but when plotted against time, was revealed

to much more likely be the same unit undergoing rapid drift (Figure 3.12A–B). Unfortunately, such

situations required user judgement, precluding automation.

Besides visually searching for multimodalities and running GAC to see if it could split off clusters

in the chosen 3D space, cluster quality could be further subjectively evaluated by plotting subsets

of a cluster’s spikes (e.g., 20 at a time), and progressing from one overlapping subset to the next

(or previous), in temporal order. This sliding spike selection window allowed the user to observe

how the waveform shapes changed (or did not) over time, and whether those changes were gradual

enough to suggest that they were due to long-term spike shape variability, such as from drift, and

not due to the erroneous merger of separate units.

In a given 3D cluster space, if multiple clusters were visible, it was not necessary to separate

them all in a single run of GAC (although this is shown in Figure 3.11B). Splitting off only one

cluster at a time was a more effective strategy, and was often (but not always) possible by choosing

an appropriate value for σc. Each time a cluster was split off, dimension reduction was separately

reapplied to not only the remaining points, but also to the cluster that had been split off. This was

repeated until only unimodal clusters remained. Splitting off only one cluster at a time allowed

PCA and ICA to maximally separate the remaining points, making it easier to subsequently split

off further clusters.

Because ICA was better than PCA at separating clusters of greatly differing population sizes

(Section 3.8), and because within a given cluster, noise events were typically much fewer in number

than actual spikes, ICA was better than PCA at separating noise events from spikes. Therefore,

most cleaning (i.e., removal of noise events) was done in ICA space. After splitting off a suspected

noise cluster, like any other cluster it was examined in 3D cluster space, and its mean waveform and

random samples of its spike waveforms were plotted. If the noise cluster was clearly unimodal, and

was composed of inconsistent and clearly not spike-like events, it was deleted. If it was unimodal

with inconsistent waveforms, but had at least some spike-like events, it was labelled multiunit.

Sometimes what seemed like a noise cluster was instead clearly a set of spikes that had simply been

misaligned (Figure 3.8, middle). Instead of discarding them as noise events, these spikes could be

realigned to one another (Section 3.7) and then potentially merged back into an existing cluster

(Section 3.10.2).

When splitting off cluster outliers, instead of always having to run GAC and find an appropriate
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Figure 3.12: (Previous page.) Plotting clusters in time is necessary to check for drift. Sometimes
what appeared to be two distinct clusters (A–B) were only a single cluster that had a relatively
sudden drift event. Conversely, sometimes what looked like a single cluster in pure PCA space was
in fact two neighbouring clusters drifting together in time (C ). The channels selected for PCA are
highlighted in green (left). For each example, cluster plots are shown in pure PCA space (middle :
PC0, PC1, PC2) and PCA vs. time (right : PC0, PC1, t). Red, green and blue axes point along
the first, second and third cluster dimensions respectively. Stratification in time (vertical blue
axis, right) was visible because of periods of higher or lower activity or brief periods in between
recordings making up the track. A: This cluster corresponds to the large amplitude green double-
peaked cluster in Figure 3.6. High amplitude variability on the two selected channels was apparent
in the large transparent ± 2 standard deviation limits. In pure PCA space, the cluster appeared
undersplit, but plotting in time strongly suggested that it was indeed a single cluster, with high
variability superimposed on slow drift. B : An erroneously split pair of clusters. In pure PCA space,
they were completely distinct, but when plotted against time, the two were obviously a single cluster
that had drifted abruptly over a relatively short period of time. The two were later merged. C : Two
simultaneously drifting clusters that could only be distinguished when plotted against time. Their
average waveforms looked nearly identical. NDsep values (Equation 3.9) quantified the difference
in separability. D : A drifting pair (same as in Figure 3.10C) of completely distinct neighbouring
clusters. E : A non-drifting pair of completely distinct neighbouring clusters.

value for σc, sometimes it was quicker and simpler to manually select points in the 3D cluster space

by “painting” them with the mouse. The waveforms of all selected spikes were automatically

plotted, and could be inspected before being split off from the parent cluster. If split off, they

could then be further inspected, realigned, and cleaned. Points at the fringes of a cluster were

routinely selected by painting them, and their waveforms were examined to ensure that they were

not notably different from the cluster’s mean waveform.

3.10.2 Oversplitting

Every cluster was also tested to ensure that it was measurably distinct from all other clusters, and

was therefore not oversplit. The user could quickly compare a cluster to all others near enough in

space to share at least one channel with the cluster, in order of increasing mean waveform RMS

difference. The mean waveforms of each pair were overplotted, and if a pair looked suspiciously

similar, or their RMS difference on the selected channels was < 10 µV, or they scored poorly on one

of the cluster pair separation metrics (see below), the pair were potentially oversplit. To investigate

further, the relevant channels and time range were selected, either manually or automatically (Sec-

tion 3.8), for realignment and dimension reduction. If after realignment, no combination of channel

and time range selection and dimension reduction clearly separated the two clusters, they were

merged. This new cluster in turn also had to be compared to all other nearby clusters. Checking

for cluster distinctness could therefore be a laborious task.

In addition to mean waveform RMS difference, cluster pair separation was quantified in four
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ways: Jensen-Shannon divergence (DJS), 1D overlap area ratio, one-dimensional separation metric

(1Dsep) and N-dimensional separation metric (NDsep). The first three required projecting the

cluster pair onto a line. The line onto which their points were projected was formed by connecting

the centers of the two clusters, as calculated by the median positions of their member spikes in the

chosen cluster space. Another 1D measure of separation is Fisher’s linear discriminant (Hill et al.,

2011). It measures cluster separation by taking the ratio of the intercluster variance to the sum of

the intracluster variances, along a projection line that considers both the means and the covariance

matrices of the two clusters. However, this measure assumes Gaussian clusters, and was therefore

not used.

DJS (Schneidman et al., 2006) is an information theoretic measure (in bits) of the separation of

two 1D distributions, Q and P , defined by

DJS(P,Q) =
DKL(P,M) +DKL(Q,M)

2
(3.6)

where

M =
P +Q

2
. (3.7)

DJS is a symmetric (DJS(P,Q) ≡ DJS(Q,P )) version of the Kullback-Leibler divergence (DKL),

also measured in bits, defined by

DKL(P,Q) =
∑
x

P (x) log2

(
P (x)

Q(x)

)
. (3.8)

DKL is the extra number of bits required to encode distribution P based on Q versus if it were

based on P . The closer DJS is to 1, the better the separation of the two distributions. The closer it

is to 0, the more similar the two distributions. Though there was no hard threshold, cluster pairs

were generally judged to have good separation when DJS ≥ 0.95.

The 1D overlap area ratio is a simpler measure which calculates the fraction of area over which

the two distributions overlapped. At each bin in the common histogram of the two distributions,

the lesser of the two values was taken. These lesser values were summed up for all bins, and then

divided by the sum of the histogram values of the smaller distribution to get a (worst case) ratio.

Again, there was no hard threshold, but values < 0.05 generally signified good separation.

The 1Dsep measure is calculated by normalizing the distance between the medians of the two

1D distributions by 3 times the standard deviation, σ, of the distribution with the greater σ.

Generally, a value > 1 was required for clusters to be considered well separated. Like Fisher’s

linear discriminant, this measure was less meaningful for non-Gaussian distributions, for which σ

poorly captures the true spread of the distribution.

NDsep was the preferred measure of cluster separation because it does not suffer from the loss

of information inherent in projecting 3D clusters onto a single dimension. Like DJS and the 1D

overlap area ratio, it also does not assume Gaussian distributions. It was therefore relied on much
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more heavily than the other 3 measures. For a pair of clusters i and j, where the number of points

in each is Ni < Nj ,

NDsep(i, j) = 1− 1−Nnni/Ni

1−Ni/(Ni +Nj)
, Ni < Nj (3.9)

where Nnni is the number of points in cluster i whose nearest neighbour is also in cluster i. This is

exactly 1 minus the overlap index described in Swindale and Spacek (2014). The value ranges from

1 for completely separate clusters, to 0 for completely mixed clusters. The numerator is 1 minus

the fraction of points in cluster i whose nearest neighbour is in cluster i. The denominator is 1

minus the probability that the nearest neighbour of any point in cluster i was also from cluster i, if

the two clusters i and j were completely mixed. Like GAC, NDsep has O(N2) computational cost

because distances between pairs of points must be calculated. Also like GAC, it was implemented

in fast Cython code with multithreading (Section C.2). However, unlike the merge step in GAC,

the input could be subsampled to limit the computational cost. For each cluster with N > 20,000

points, 20,000 points were randomly sampled from the cluster before calculating NDsep. As a

result, the calculation took only a fraction of a second per cluster pair, no matter their size.

Because channel and time range selections (Figure 3.9) and dimension reduction methods (Fig-

ure 3.10) could greatly affect the separation of clusters, multiple combinations of channels, time

ranges, and dimension reduction methods were tested for every pair of plausibly oversplit clusters.

Clusters that remained poorly separated (as measured by the separation metrics and visualized by

the user) no matter the cluster space were merged. Plotting against time in cluster space allowed

the user to check if one cluster was “drifting into” another. If a pair of clusters showed an unin-

terrupted transition over time from one to the other, they were likely oversplit and were therefore

merged (Figure 3.12B). Another way of checking for oversplitting in time was to use the sliding

spike selection window (Section 3.10.1) on both clusters simultaneously. This allowed the user to

see exactly how the spike waveforms were changing with time, and whether or not one cluster’s

spike waveforms gradually morphed into those of the other.

3.10.3 Misassignment

Sometimes when comparing pairs of clusters in cluster space, even if a pair remained distinct, some

points would be obviously misassigned. Most often, this was only a small fraction of points, and that

fraction might depend on which specific cluster space the points were plotted in. If points remained

misassigned regardless of the cluster space, they were easily corrected by simply running GAC on

the cluster pair with an appropriate σc, or by manually painting the points to be reassigned.

Discarded (unclustered) spikes were tested for potential incorporation into existing clusters.

The waveforms of all discarded spikes were exhaustively compared to the mean waveforms of all

clusters by calculating the RMS difference between each possible pair (the calculation was skipped

for cluster-discarded spike pairs that had no channels in common). The user then selected one target

cluster at a time, and the distribution of RMS differences was plotted for all discarded spikes that
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fit the target cluster better than any other. As in multichannel template matching (Section 3.1.1),

an RMS difference threshold was set. Discarded spikes that fell below the difference threshold were

automatically selected, and were then examined in the usual ways. If deemed similar enough to the

target cluster, they could be merged into it, or GAC could be run on the selected discarded spikes

and the target cluster’s spikes, potentially merging some of the discarded spikes into the target

cluster. Once complete, the user would select the next target cluster and repeat the process.

However, testing discarded spikes by template matching in this way was risky. Discarded spikes

could not be optimally aligned to all clusters simultaneously, and therefore the exhaustive RMS

difference calculation in the very first step suffered from some inaccuracy. Also, as with template

matching, there was often no clear bimodality in the RMS difference distribution, and therefore

no guide for where to place the threshold. Finally, merging formerly discarded spikes into existing

clusters altered those clusters, and required re-testing them against all other nearby clusters to

ensure they remained distinct, a laborious task (Section 3.10.2). This test for discarded spikes was

therefore used only rarely and conservatively. Erroneously discarding some spikes was considered

better than potentially contaminating existing clusters.

3.10.4 Duplicate spikes

For each cluster, duplicate spikes, i.e., spikes with identical spike times belonging to the same

cluster, were searched for and removed. Duplicate spikes were very rare, occurring at a rate of <

0.02% of spikes. For tracks ptc15.tr7c, ptc22.tr1, and ptc22.tr2 respectively, 1154/7.3M, 277/2.05M,

and 48/1.4M duplicate spikes were found. This was an overestimate because most clustered units

were not considered “good” for export, yet their duplicate spikes were included in the counts.

These duplicate spikes may have been due to temporally broad spikes with spike-like peaks just

outside their spatial lockout, which were then shifted towards the true spike’s primary peak due to

excessive realignment, i.e., excessive realignment may have undone the effects of the spatial lockout

(Section 3.7).

3.11 Autocorrelograms & refractory periods

Autocorrelograms could be plotted for any cluster and cross-correlograms could be plotted for any

pair of clusters. Cluster pairs with very similar autocorrelograms, and whose cross-correlograms

were similar to their autocorrelograms, were considered potential candidates for merging (Hazan et

al., 2006), but such evidence alone was not considered enough to warrant a merge. Autocorrelograms

were also inspected for a minimum refractory period gap in spike intervals of ∆t = ±0.75 ms

(Figure 3.13A). Although the temporal lockout during spike detection prevented some refractory

period violations (RPVs), its duration varied from one spike to the next, and was never greater

than 0.4 ms (Section 3.4). Moreover, the temporal lockout was not enforced during later spike

realignment (Section 3.7), allowing for further potential RPVs. RPVs were therefore quantified
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from the autocorrelogram using a fractional measure f , defined for cluster i as

fi =
Ri

Ni
(3.10)

where Ri is the total number of spike intervals within the designated refractory period (0.75 ms)

and Ni is the number of consecutive spike intervals (number of spikes minus 1) for cluster i. A value

of 0 indicates that no spike intervals fell within the refractory period, and a value of 1 indicates

that all of them did (very rare non-consecutive spike interval RPVs may have caused a negligible

overestimate of this fraction). As expected for well-sorted clusters (those marked as “good” for

export), all had a very small value of f (Figure 3.13A, top two rows). Out of all 3 sorted tracks,

the cluster with the highest value had f = 0.004.

To show how effective or ineffective autocorrelograms are at revealing cluster contamination,

pairs of well-sorted clusters were merged, and the autocorrelograms of the resulting merged spike

trains were plotted (Figure 3.13A, bottom row). The RPVs of the merged cluster m were compared

to those of the original clusters i and j, and the change in fractional RPVs as a result of the merge

was calculated as

dfij =
Rm − (Ri +Rj)

Ni +Nj
. (3.11)

Because Rm ≥ Ri + Rj , df also ranged from 0 to 1, with 0 indicating no change in RPVs and 1

indicating the largest possible change (from no spike intervals to all spike intervals falling within

the refractory period). This was measured for all possible pairs of neurons in each track. For the

vast majority of pairs, df was very small at less than 0.001 (Figure 3.13C). Results were similar

for longer designated refractory periods of 1 or 2 ms (not shown). This demonstrates that most

of the time it was virtually impossible to detect even blatant cluster contamination by examining

autocorrelograms for RPVs.

3.12 Simulation

Spike sorting methodologies may be tested against data with a ground truth of known spike times.

Such data either come from simultaneous intracellular and extracellular recordings (Harris et al.,

2000), or from simulated extracellular data. Relatively short simulated polytrode recordings were

generated by taking templates from real recordings, and adding them at random times to artifi-

cial noise generated independently per channel. The autocorrelation of the generated noise was

matched to that of spikeless segments of real recordings (Swindale and Spacek, 2015). However,

such simulated recordings were trivial to sort compared to real data, and could be sorted almost

flawlessly even in a single big (x, y, Vpp) cluster space. Few of the methods described here were

necessary for sorting such simulated data. A more realistic simulation with the same spike sorting

challenges of a multi-hour track of real data would be much more complicated to generate. It would

require noise events correlated over multiple channels, variable noise levels, and above all templates
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Figure 3.13: Examining autocorrelograms for RPVs is not useful for diagnosing cluster contam-
ination. A: When two distinct clusters (first two rows) were merged, there was typically little
increase in the number of spike intervals that fell within the refractory period of the merged clus-
ter, as shown by its autocorrelogram. The worst case scenario is shown in the left column, and the
more typical scenario in the right column. Shaded grey regions represent the designated refractory
period (≤ 0.75 ms). B : Colour coded 3D cluster plots (first two PCs vs. time along the vertical
axis) and mean waveforms of the neurons in A, showing that for each of the two example neuron
pairs, the cells were simultaneously active and in distinct spatial locations. White scale bars: 0.5
ms, 100 µV. C : Simultaneously recorded pairs in each of the 3 tracks were sorted by decreasing df
(Equation 3.11). Note the vertical log scale. The vast majority of merged pairs had very small df .
About half had df = 0. The positions of the worst case and typical examples from A and B are
shown. Results were similar for longer designated refractory periods of 1 or 2 ms.
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drifting independently of each other and at non-constant rates. Finally, metrics would be required

to verify that any simulated data were comparable in complexity to real data. Simulated data were

therefore not extensively used to test the spike sorting method presented here, but would be of

great utility in evaluating and improving the performance of all spike sorting techniques (Einevoll

et al., 2012).

3.13 Discussion

The spike sorting method described here used a divide-and-conquer approach by splitting polytrode

data into multiple smaller overlapping spatial domains (Swindale and Spacek, 2014). As a result,

computational complexity and overall spike sorting time (including user time) varied roughly lin-

early with the number of electrode sites and the number of isolatable units. This is a desirable

property, especially if future recording technologies with thousands of sites and neurons are to be

made practical (Einevoll et al., 2012; Kording, 2011; Stevenson and Kording, 2011).

Other than during spike detection, there was little automation in the spike sorting procedure

described here. This was intentional. There were too many variables, including alignment, channel

and time range selection, dimension reduction, and cluster comparison and verification, for an

automated procedure to fully explore and safely make decisions about. Instead, the focus was

placed on making the software fast to use, in both the time taken to perform each step, as well as

in its graphical user interface (GUI) (Section C.2) and keyboard shortcuts. Unfortunately, when

spike sorting long duration cortical recordings with many adjacent cells and significant drift, user

intervention and experience remain key. Presenting the user with all relevant options with which to

quickly examine and compare clusters in a variety of different spaces allowed for greater confidence

in the final result.

3.13.1 Spike detection

Putative monophasic spikes (i.e., spikes consisting of only a single peak on the primary channel,

with no adjacent peaks within ± dtmax = 0.4 ms) were ignored during spike detection (Section 3.4),

and therefore excluded from all subsequent analysis in this study. The spike detection algorithm

was later modified to allow for monophasic spikes, with the requirement that the single peak exceed

the peak-to-peak threshold Vppt and that it be bounded by zero-crossings no more than dtz = dtmax

from each other (effectively setting a minimum sharpness threshold). Examination of the specific

differences in spike detection resulting from these changes revealed that most trigger single peaks

were very broad, slow and negative, and were generally part of the AHP of a larger preceding

spike. In a recording in ptc15.tr7c (Figure 2.3), only 3/283 (∼ 1%) of trigger single peaks passed

all of the above criteria and were detected as monophasic spikes (out of a total of 4491 detected

spikes, i.e., 0.07%). By visual inspection, all 3 of these were indeed plausible spikes, but were

monophasic only due to distortion from partial spike overlap with a preceding spike that was larger
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in amplitude (not shown). Moreover, since intracellular spikes must always have at least two phases

(depolarization and repolarization), and since extracellular spikes are approximately the negative

of the first derivative of intracellular spikes (McCormick et al., 1985; Henze et al., 2000), non-

overlapping extracellular somatic spikes should by necessity have at least two peaks of alternating

sign. Therefore, excluding monophasic spikes during extracellular spike sorting does not introduce

a bias against them, simply because they do not (and should not) exist.

The temporal lockout was different for each detected spike, but the spatial lockout was the same

for all spikes. The 150 µm lockout radius was set for the spatially broadest of spikes. Therefore,

spikes that were more spatially focal resulted in an unnecessarily broad spatial lockout, which may

have resulted in more missed spikes than necessary. A spatially adaptive lockout for each spike

based on the modelled spatial position and extent (Section 3.5) would fix this oversight, while still

minimizing multiple registrations of the same spike. GAC-based spike detection (Swindale and

Spacek, 2015) (see below) avoids this problem altogether by not using a lockout.

The spike detection method described in Section 3.4 is a way of combining large numbers of

candidate events into a smaller number of true spikes. It was later found that detecting spikes

on many closely spaced channels is fundamentally a clustering problem (Swindale and Spacek,

2015), which was solved here by rectangular spatiotemporal search and lockout windows. Though

somewhat crude as a clustering method, subjectively it was good at detecting events that were

clearly spikes, rejecting most noise events, and preventing multiple registrations of the same spike.

A more sophisticated method now exists that fully treats spike detection as a threshold event

clustering problem (Swindale and Spacek, 2015). It uses a modified version of the GAC algorithm

(Section 3.9), in which each threshold crossing event is a point in space and time to be clustered,

with scout points moving up a spatiotemporal voltage-weighted gradient to find the highest local

peak, corresponding to the likely origin of a spike in space and time. This method eliminates

the need for search and lockout windows. Besides being more elegant and principled, GAC-based

spike detection can resolve spikes slightly closer in space and time than the spatiotemporal lockout

method described in Section 3.4, with little or no extra computational cost (Swindale and Spacek,

2015), and should therefore be implemented in spyke in the future.

Spike detection was based on independent single channel thresholds. Visual inspection of the

voltage data revealed instances when several neighbouring channels had similar, simultaneous, but

subthreshold spike-like events (Figure 3.4, white arrows). These were reasonably distinct from the

independent noise on each channel, suggesting a spike. However, because each channel was tested

independently for threshold crossings, and because the events were subthreshold on all channels,

the spike was not detected. One solution to this problem is to simply lower the threshold on

all channels (e.g., by setting A = 5 instead of 6, Equation 3.1), but doing so would also greatly

increase the number of false positive spike detections, making later clustering more difficult. A

better strategy would be to weigh the evidence for a spike by looking across multiple neighbouring

channels at similar timepoints to see if several of them show signs of a spike, even if they are all
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low amplitude. One might consider a low amplitude multichannel event to be as likely a spike

as a large amplitude but purely single channel event. A modification of the GAC-based spike

detection method (see above) might be a solution. The event detection threshold could be set

lower (perhaps to A = 4) to detect even the smallest plausible multichannel events using a single

channel threshold. Then, GAC-based spike detection would be run on all of these low amplitude

events to cluster redundant events close in space and time into putative spikes. Each putative spike

could then be tested using a different kind of threshold, based on the height of the “hill” climbed

by GAC, i.e., the density of events around the location and time of the putative spike, each event

weighted by its voltage amplitude. This way, a large number of small-amplitude events from several

nearby channels and timepoints would be about as likely to cross threshold and be accepted as a

spike as a large amplitude single channel event.

3.13.2 Dimension reduction

ICA was most useful for separating clusters of vastly different numbers of spikes (size ratios >

50, Figure 3.10A & B). This was initially surprising, but can be explained as follows: PCA seeks

to explain variance. The variance of the combination of a very small cluster and a large one

will be dominated by the variance of the large cluster (Pedreira et al., 2012). ICA on the other

hand considers higher order correlations than just variance, and seeks dimensions of maximum

independence instead of just orthogonality. If two clusters are truly statistically independent from

each other, ICA can reveal them regardless of their size ratio. These small clusters could be true

spikes (often found to belong to some other existing larger cluster) or noise events, which were

discarded.

Conversely, ICA was worse than PCA at separating similarly sized clusters (size ratios < 10,

Figure 3.10C), sometimes dramatically so. This was also surprising, and its cause remains unclear.

One possible reason is that ICs were sorted by signed kurtosis (decreasing from positive to negative)

instead of the absolute value of kurtosis (A. Hyvärinen, personal communication). Another possible

reason may be that kurtosis is poorly suited to sorting the ICs from similarly sized clusters, and

that negative entropy (negentropy) (Hyvärinen, 1998) is a better choice (A. Hyvärinen, personal

communication). Both of these possibilities were briefly explored, but only after spike sorting had

been completed. Sorting ICs by decreasing absolute value of kurtosis did improve the ability of

ICA to separate similarly sized clusters, but only occasionally. Sorting ICs by negentropy separated

similarly sized clusters even better, but there were still cases where it performed worse than PCA.

Neither modification appeared to degrade the ability of ICA to sort very differently sized clusters.

Further work in this regard is required. It may be that sometimes the sources of extracellular

signals are not independent, and that therefore ICA is inappropriate to use in such cases (Jäckel

et al., 2012).

A method was devised to automatically select channels for dimension reduction and clustering,

based on the median spatial extent of the selected spikes (Section 3.8). However, this automated
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method was often less effective at separating clusters than was manual channel selection (Fig-

ure 3.9), hindering downstream clustering. Moreover, time range selection was completely manual,

and was identical for all selected channels. An automated method of selecting both channels and

time ranges that is at least as effective at separating clusters as manual channel and time range

selection could accelerate the entire spike sorting procedure, and would also make it more objective.

One such method might choose channels and time ranges (or individual timepoints) based on the

mean signal amplitude or variance of the selected spikes. More fundamentally, quantitative compar-

ison of any method of dimension reduction requires a robust way of measuring the clusterability of

the resulting distribution of points, i.e., multimodality: the number of modes and their separation.

There are many potential ways of measuring multimodality (Hartigan and Hartigan, 1985; Nason

and Sibson, 1992), but a method that considers a specific spatial scale of interest might be simplest

and most effective in this context. Finding and/or developing such a measure of multimodality

requires further work.

3.13.3 Clustering

As a variant of the mean-shift algorithm (Fukunaga and Hostetler, 1975), GAC has several benefits.

First, it does not assume clusters are of any particular distribution, such as Gaussian. This is

especially beneficial for dealing with clusters with distorted shapes, due to drift or otherwise.

Second, GAC clusters points in a way that matches human visual intuition. Third, GAC makes

no assumptions about the number of clusters in the data. Fourth, GAC requires the manipulation

of only a single parameter, σc, describing the spatial scale of features of interest. The choice of σc

was greatly aided by onscreen user measurement of such features.

A moderate disadvantage of GAC is that it is of O(N2) computational complexity, where N

is the number of points. The O(N2) complexity comes from the need to measure the distance

between all pairs of points at least once. Although the gradient calculation step can subsample the

data that fall within rneigh to reduce dependence on N , the merge step cannot. With extensive

optimizations in the implementation of GAC (Section C.2), clustering N = 25,000 data points with

σc = 0.4 took ∼ 0.5 s on a first generation quad-core i7 laptop. Smaller values of σc slowed the

algorithm down (Figure C.4), mostly because the merge radius was proportionally smaller.

In practice, Manhattan distance (i.e., city block or rectilinear distance) was used instead of

Euclidean distance (Swindale and Spacek, 2014; Equations 3.4 & 3.5) to calculate density gradi-

ents for GAC. This was unintentional and went unnoticed until after all spike sorting had been

completed. Euclidean distance is more principled and has no computational penalty, and should

therefore have been used instead. The clustering performance of the two distance metrics was

compared for both real clusters and simulated Gaussian clusters by examining animations of scout

point movement, as well as the final cluster counts and positions (not shown). Fortunately, the

clustering performance of the two metrics was very similar, and any differences could be attributed

to slightly different sensitivities to σc, which was manually set to effect by the user anyway. The
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similarity in clustering performance may be due to the small step sizes used during the gradient

ascent step. The Manhattan distance somewhat favoured clustering points that were distributed

parallel to any one of the axes of the cluster space over those that were not, such as diagonally

distributed points. The Euclidean distance had no such directional bias. Since clusters were most

often aligned with one or more of the clustering axes (such as PC and IC axes), it is possible that

this directional bias may have even been beneficial for clustering, but this was not explored. The

spike sorting results presented in the following chapters used Manhattan instead of Euclidean dis-

tance to calculate density gradients, but there is no reason to believe that this made any practical

difference.

GAC has some similarity to HC in that during the course of the algorithm, each data point has

a history of membership of increasingly populated clusters that could be represented in a hierarchy.

However, unlike HC, GAC exits automatically at the appropriate level in the hierarchy. GAC is

also similar to gravitational clustering methods (Wright, 1977) which allow points to attract one

another and form clusters. The difference is that the density landscape for gravitational algorithms

is constantly changing, while for GAC it remains constant.

Several other density-based clustering algorithms exist (Kowalewski, 1995; Ester et al., 1996;

Klusch et al., 2003; Wang et al., 2004). All differ from GAC in subtle ways, and like the mean-shift

algorithm, were found in the literature only after development of GAC. None were investigated

to any great extent here. Ester et al. (1996) suggest an interesting way to quickly determine the

optimal value of σc. For each point, the distance of its kth nearest neighbour (say, k = 4) is found.

This is called the “k-dist” of each point. All points are then sorted by their k-dist, in decreasing

order, and plotted. Plateaus in such a plot, where many points have the same k-dist value, signify

significant structure in the data at that spatial scale. Such plateaus are apparently robust to the

choice of k, and points to the left of the first significant plateau are likely outlying noise points.

Such a pre-clustering step could run much faster than even a single run of GAC, especially for large

N , and may be implemented in the future.

A new density-based clustering algorithm by Rodriguez and Laio (2014) may represent a sig-

nificant improvement over the mean-shift algorithm and GAC. It preserves the ability to handle

non-Gaussian clusters and to automatically discover their number. For the purposes of spike sorting,

the algorithm’s major advantages are that a) it is a fast, simple process, requiring no computation-

ally expensive iteration, and b) it has essentially no user-set parameters. In the first step, the local

density ρ around each point is calculated, potentially using a computationally cheap step function

kernel that simply counts the number of points within a critical distance dc, to which the algorithm

is highly insensitive. In the second step, the distance δ from each point to the nearest point with

higher ρ is found for each point. Finally, the product γ = ρδ is calculated for each point, and the

points are ranked in decreasing order. As determined by being above the knee of the γ rank order

plot, points with high values of both ρ and δ represent cluster centers. In practice, when splitting

off only one cluster at a time (Section 3.10.1), only the point with the highest γ need be found.
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Other points are assigned to a cluster by following the linked list of nearest neighbours of higher

local density, generated while calculating δ. Although still of O(N2) computational complexity due

to its need to calculate distances between all pairs of points once, the single-shot nature of the

algorithm of Rodriguez and Laio (2014) likely makes the gain of the O(N2) dependence very low.

Incorporation of this clustering method into spyke and other existing spike sorting software may

therefore help speed up the clustering step.

3.13.4 Autocorrelograms & refractory periods

As an experiment, distinct, simultaneously active clusters were intentionally merged to create

blatant spike contamination (Section 3.11). Tests on these merged clusters showed that RPVs,

typically visualized with autocorrelograms, were a poor indicator of cluster contamination (Fig-

ure 3.13). This is perhaps unsurprising in retrospect. Given the low firing rates (Section 4.3)

and weak spike correlations (Section 6.3 & Appendix B) reported here in anesthetized cat V1, the

probability that a given pair of cells will both fire a spike within one millisecond of each other is

very low. When merging completely independent spike trains each with a mean firing rate of 0.1 Hz

(Figure 4.1), one would expect a 1 ms RPV only once every 100,000 s. For mean firing rates of 1 Hz,

RPVs would still arrive at a rate of only one every 1000 s. This conclusion, that autocorrelogram

RPVs are a potentially unreliable indicator of spike sorting quality, has been briefly mentioned in

the literature (Gray et al., 1995; Harris et al., 2000). Yet this is an underappreciated finding, as

autocorrelograms and RPVs are widely perceived to be a key tool for testing spike sorting quality

(Fee et al., 1996; Alonso et al., 1996; Nirenberg et al., 2001; Litke et al., 2004; Segev et al., 2004;

Hill et al., 2011; Prentice et al., 2011; Marre et al., 2012; Pillow et al., 2013). At best, they are

necessary but insufficient for the task. At worst, they may provide a false sense of security.

3.13.5 Drift

The greatest difficulty in spike sorting multi-hour polytrode recordings was drift (Figure 3.12).

Strangely, not all units drifted by the same amount, although generally drift was in the upward

direction. Certainly, polytrode drift must play some role in this, but on its own cannot account

for the variability of drift across units. Whether this extra variability is due to a physical property

of cortical layers, of glial activity, or of some other source, is unknown. Some tracks had more

drift than others (see Figures 4.5 & 4.6 in the next chapter). Efforts to minimize drift should be a

priority during future long duration recordings, in order to ease subsequent spike sorting.
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4 Basic Physiology

With spike sorting completed, the next step was to examine the basic neurophysiology of the sorted

single units, again with the aim of minimizing bias as much as possible. Neurophysiological traits

examined in this chapter include neuron yields, firing rates, cell templates and spatial positions,

and orientation tuning.

4.1 Summary

Spike sorting of 3 tracks in 3 hemispheres in 2 cats resulted in 245 single units (Section 4.2).

Surprisingly, mean firing rates followed a lognormal distribution instead of a normal one, and

ranged 5 orders of magnitude, from ∼ 0.0001 Hz to ∼ 10 Hz (Section 4.3). The geometric mean

was 0.11 Hz, and 82% of cells had mean rates below 1 Hz. Many studies exclude such low rate cells

from analysis, potentially biasing their results towards the properties of high rate cells. All cells

were included for most of the analyses in this study, regardless of firing rates. Surprisingly, initial

results suggest that local neural populations perform a kind of shift work: as some cells stop firing,

others start firing, keeping the overall geometric mean firing rate relatively constant despite orders

of magnitude fluctuations in individual firing rates over time.

Multiple neighbouring channels were crucial for distinguishing neighbouring cells with very

similar spike shapes on their primary channel (Section 4.4). Neurons were well distributed across

the length of their polytrode, but their spatial positions were biased toward the electrode site

locations, suggesting that 65 µm site spacing is not fine enough to fully sample the local population.

Spatial positions varied as a function of time, suggesting polytrode-tissue drift, yet this drift was

not consistent across the length of the polytrode, across time, or even across neighbouring neurons,

and its source is unknown.

Orientation tuning curves were calculated for all neurons. Regardless of firing rate, 61% of

cells were significantly tuned, but when restricted to active neurons (trial-averaged rates ≥ 0.05

Hz), 87% of cell were significantly tuned (Section 4.5). As expected for generally vertical polytrode

insertions, certain orientations were preferred within each track, but some tracks had a wider range

of orientation preferences than others, indicative of a more transcolumnar insertion. Surprisingly,

orientation tuning strength was inversely correlated with log firing rate. Cells with trial-averaged

rates < 0.01 Hz had the strongest orientation tuning.

4.2 Neuron yields

Initially, rough spike sorting was performed on small subsets of data from all tracks. Tuning curves

(Section 4.5) and RFs (Section 5.4) of the most easily sortable units in each track were examined,
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track units sorted spikes detected events % duration spike rate

ptc15.tr7c 81 2,661,710 7,287,225 36.5 11.8 h 62.6 Hz
ptc22.tr1 93 1,664,985 2,054,825 81.0 8.3 h 55.5 Hz
ptc22.tr2 71 797,641 1,399,230 57.0 6.2 h 35.6 Hz

total 245 5,124,336 10,741,280 47.7 26.4 h 54.0 Hz

Table 4.1: Neuron yield. For each track and in total, columns show single unit yield, sorted spike
and detected event count, percentage of events that were classified as single unit spikes, recording
duration, and mean population sorted spike rate. Recording duration excludes recording time gaps
within each track (Figure 4.2).

which allowed for a qualitative estimate of the physiological normality of each track. Subjectively,

the best 3 tracks (ptc15.tr7c, ptc22.tr1, and ptc22.tr2, highlighted in Table 2.2) were picked for full

sorting and subsequent analysis. These 3 tracks were 11.8, 8.3, and 6.2 hours in recording duration

(track duration minus any recording time gaps), respectively, for a total of 26.4 hours of recording

from two different cats. The two tracks that came from the same cat (ptc22) were from opposite

hemispheres. Once the spike sorting method was fully developed, sorting a track took about a

month of concerted user effort.

Recording conditions for the first few minutes after polytrode insertion were very different from

more stable conditions starting ∼ 30 min later (not shown). Fast, purely single channel spikes were

prevalent, while larger, slower multichannel spikes were mostly absent. The fast single channel

spikes persisted for only a few minutes after insertion, followed by a generally quiet period, and

then a slow onset of more typical multichannel spikes. Some of these initial periods were saved to

disk, but most recordings saved to disk did not begin until at least 30 min after insertion.

Single unit yields, spike counts, and mean population spike rates are shown in Table 4.1. Single

unit yields per track were 81, 93, and 71 respectively, for a total of 245, and a mean of 82 per track.

Across all tracks, over 10 million spike-like events were detected (Section 3.4), and about half of

these were classified as single unit spikes (i.e., belonging to clusters marked as “good” for export,

Section 3.10). The rest were classified as either noise events or multiunit spikes. Single unit spikes

arrived at a grand average rate of 54 Hz.

Single unit yields were greater across a track than for any single recording from that track. For

example, the first drifting bar recording in ptc22.tr1 lasted 22 minutes. During that time, only 66

cells fired at least one spike, out of a total of 93 cells sorted in that track. Relative to that one

recording, track-wide sorting resulted in a 48% increase in yield. If restricted to cells with a mean

firing rate of at least 0.05 Hz, the numbers were 30 and 58 cells respectively, a near doubling of

yield. Therefore, in addition to likely improving detection of very low firing rate cells (Section 3.2),

track-wide sorting increased overall neuron yield.
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4.3 Firing rates

To examine the mean firing rates of the neural population, the mean firing rate of each neuron

was calculated over the duration of its track. Neurons were plotted in decreasing order of mean

firing rate on a log-linear scale (Figure 4.1A). The plots of all 3 tracks (red, green and blue lines)

resembled a rotated sigmoid function, as did their mean (black). The same data were also presented

as a distribution of mean firing rates on a linear-log plot (Figure 4.1B) of all 245 neurons from all

3 tracks. The log-average (the mean of the base-10 log, i.e., the geometric mean) of the firing

rate across all sorted units was -0.97 log units, or 0.11 Hz (black arrow). The log-average of the

mean firing rates was calculated instead of the arithmetic mean because on a linear scale the mean

firing rates had a very non-normal distribution. Instead, the distribution of mean rates resembled a

lognormal distribution, which was fit to the data using the least-squares LM algorithm (Figure 4.1B,

magenta curve). The fitted lognormal curve had a mean of -0.82 log units, or 0.15 Hz (magenta

arrow), and a standard deviation of 1.05 log units, or roughly an order of magnitude on either side

of 0.15 Hz. Mean firing rates of all cells from all tracks ranged 5 orders of magnitude, from ∼
0.0001 Hz to ∼ 10 Hz.

The mean trace in black and the lognormal fitted trace in magenta in Figure 4.1A were approx-

imately linear over 2 orders of magnitude of mean firing rates, from ∼ 0.01 Hz to ∼ 1 Hz. A linear

range in the rank-order plot would be equivalent to a decreasing exponential firing rate distribution,

which would result in a decreasing sigmoid over the same range of firing rates in Figure 4.1B. Such

a sigmoid was not apparent in Figure 4.1B, and the firing rate distribution was therefore unlikely

to be exponential instead of lognormal.

Mean firing rates were < 1 Hz for 82% of neurons (74%, 83%, and 89% per respective track), and

< 0.05 Hz (dashed grey lines in Figure 4.1) for 35% of neurons (24%, 38%, and 44% per respective

track). A 0.05 Hz mean firing rate threshold was used to classify cells as active or inactive. This

choice of threshold was somewhat arbitrary, but very low, corresponding to one spike every 20 s on

average. Mean firing rates differed for different analyses, depending on the time span encompassed

by the analysis. Therefore, even though the mean firing rate threshold was kept constant, the set

of active and inactive neurons for an analysis depended on whether that analysis was specific to

one or more recordings, or to an entire track.

In addition to track-wide means, firing rates were was also examined over time. To estimate

even very low rate time series, coarse 5 min wide overlapping time bins at 1 min resolution were

used for all neurons. To prevent time gaps in between recordings from causing underestimation

of firing rates, gaps were ignored and time bins were aligned to the start of each recording. Rate

time series were plotted on a vertical log scale for the first 5 hours of each track (Figure 4.2A).

Some cells had rates that ranged over 2 orders of magnitude. For example, the cyan trace for one

cell during a blank screen recording in ptc22.tr2 (arrow, bottom panel, Figure 4.2A) began at 0.02

Hz at t = 1.6 h, increased to 6 Hz 18 min later at t = 1.9 h, and then decreased again to 0.02
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Figure 4.1: Mean firing rates had a lognormal distribution. A: Mean firing rates of all 245 cells
of all 3 tracks, ranked in descending order within each track. Note the vertical log scale. The black
dashed line (“mean”) ranks all 245 cells but is compressed horizontally by a factor of 3 for display
purposes. On this scale, a straight line with negative slope corresponds to a decaying exponential
firing rate distribution, while a rotated sigmoid corresponds to a lognormal distribution. The solid
magenta line corresponds to the lognormal fit in B . B : Mean firing rate distribution of all cells
corresponding to the black dashed line in A. Note the horizontal log scale. The magenta line is the
LM least-squares best fit lognormal distribution, with fit parameters shown in the top right. Black
and magenta arrows denote geometric means of the distribution and fit, respectively. Both A and
B show that the majority of cells had mean firing rates below 1 Hz. The grey dashed horizontal and
vertical lines at 0.05 Hz in both plots denote the minimum firing rate threshold for cell inclusion
for some subsequent analyses. 35% of cells fell below this threshold.

Hz another 15 min later at t = 2.15 h. Visual inspection showed that deep and middle layer cells

generally had higher firing rates than superficial cells, and that some cells covaried in their rates,

at least at this coarse time resolution. The firing rates of some cells covaried positively (especially

evident for high rate cells in ptc15.tr7c), and others covaried negatively.

How might the firing rate of the entire population fluctuate over time? Since the mean rates of

all neurons over all time were lognormally distributed (Figure 4.1B), instead of the arithmetic mean

rate, the log-average (geometric mean) rate was calculated for all neurons as a function of time

(thick grey transparent line in Figure 4.2A). Compared to the wide range of rates for each neuron

across time and across neurons at any given point in time, the log-average remained relatively

constant over the duration of each track, even during some periods of positive covariation in high

rate neurons. The distributions of log-average rates are shown for the entire duration of each track

in Figure 4.2B. Each distribution spanned no more than about 1 order of magnitude, and all were

well below 1 Hz. Log-average distribution means for the three tracks were ∼ 0.3 Hz, 0.09 Hz, and

0.15 Hz respectively, in line with the 0.11 Hz geometric mean rate shown in Figure 4.1B.
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Figure 4.2: (Previous page.) A: Coarse firing rates plotted as a function of time for each neuron
in each track. Each neuron’s trace is coloured according to its depth rank along the length of the
polytrode. Overlapping time bins were 5 min wide at 1 min resolution. Because of the vertical log
scale, 0 Hz bins were excluded. For greater visibility, only the first 5 hours of each track are shown.
Each contiguous block of traces represents one recording, separated by gaps from neighbouring
recordings in that track. The stimulus varied from one recording to the next. Middle and deep
layer neurons generally had the highest overall rates. Some neurons had rates that ranged > 2
orders of magnitude (arrow denotes an example). Some rates covaried positively (especially in
ptc15.tr7c), some negatively, and others not at all. The thick grey transparent line is the log-
average. Although individual rates varied widely, the log-average remained relatively constant. B :
Distributions of log-average rates for each track, collected over the entire duration of each track
(not just the first 5 hours). Log-averages ranged no more than about an order of magnitude around
their mean, but this was an overestimate (see text). C : The distribution of activity duration (time
between first and last spike of each neuron) as a fraction of track duration, for all neurons. Other
than the ∼ 40% of neurons that were active for their entire track (peak at 1), the distribution was
reasonably uniform.

Note that the variance in log-averages (thick grey traces in Figure 4.2A) was overestimated

because of the necessary exclusion of many cells during those particular time bins in which they

fired zero spikes. As the number of such excluded cells at any point in time was a substantial

fraction of the total number of cells, and as it varied substantially over time, this inflated the

variance in the calculated log-average distributions. The true log-averages were therefore likely to

be even more constant over time than shown here. Wider time bins (20 min instead of 5 min, both

at 1 min resolution) somewhat reduced this tendency by reducing the number of 0 Hz bins, thereby

decreasing log-average means and variances (not shown).

To further characterize how neural activity fluctuates over broad time scales, the duration of

activity of each neuron was calculated as the time between its first and last spike. This was then

normalized by total track duration to give the fractional duration that each neuron was active for.

The distribution of fractional active durations of all neurons is shown in Figure 4.2C. About 40% of

neurons had active durations close to 1, i.e., they were active for their entire track. The other 60%

of neurons were active for some shorter fraction of their track, and the distribution of these fractions

was surprisingly uniform. There was no characteristic activity duration timescale for these 60% of

neurons. Note that some of the 40% of neurons making up the peak at 1 in Figure 4.2C might

be there only due to the experimentally limited duration of each track. Had they been recorded

from for longer, there would have been greater opportunity for them to stop firing, and they might

therefore have moved out of the peak at 1 and into the uniform part of the distribution below

1. Analogous plots of first and last spike times as a fraction of track duration (not shown) were

consistent with the above result. First spike times peaked close to 0 but were otherwise uniform,

and last spike times peaked close to 1 but were also otherwise uniform.

68



4.4 Templates & positions

All spikes from a sorted unit were used to calculate its average multichannel waveform, or “tem-

plate”. Templates of all 245 sorted cells from all 3 tracks are shown in Figure 4.3. Many channels

had multiple cells centered on them (left panels). Furthermore, many cells had similar, even iden-

tical, templates on their primary channel, and could only be distinguished from each other by

considering their template differences on neighbouring channels with lower amplitude signal (right

panels). For example, one primary channel in ptc15.tr7c was shared by three cells (yellow, red,

brown) with very similar primary channel templates (Figure 4.3, inset, left panel, white arrow).

However, all three neurons were distinct from one another on 2 of the 4 neighbouring channels

(right panel, grey arrows). This demonstrates the necessity of having many closely spaced sites to

help distinguish neighbouring cells (Blanche et al., 2005).

The spatial position of each neuron, shown in Figure 4.4A, was taken as the median spatial

position of all of its member spikes (see Section 3.5 for spatial localization of spikes). Cells were

reasonably well distributed across the length of their respective polytrode, with no particular bias

towards any one part of the polytrode. However, x coordinates of cells were strongly biased toward

the x coordinates of the electrode sites (Figure 4.4A, top). There was a similar but weaker bias of

cell y coordinates to electrode site y coordinates (Figure 4.4A, left). For the y position histogram,

bins were placed such that there were equal numbers of bins aligned with and in between electrode

site y coordinates. There were 26 local peaks in the y position histogram that aligned with electrode

sites, and only 3 local peaks in between electrode sites (90% and 10%, respectively). 154 cells fell

in site-aligned bins, while only 91 fell in inter-site bins (63% and 37%, respectively). The bias in x

and y cell coordinates to x and y electrode site coordinates suggests that cell positions were biased

towards their nearest electrode site.

To further examine this, the distribution of 2D distances between each neuron and its nearest

electrode site was measured (Figure 4.4B). Cells were most likely to be found close to electrode

sites, with decreasing probability at greater distances. The expected distribution for randomly

positioned cells was analytically estimated by approximating the hexagonal domain surrounding

each electrode site as a circle. The number of points N at a distance r from the site is the area

of an infinitesimally thin concentric ring, times the average areal cell density ρ measured from the

data:

N = 2πrρ dr (4.1)

This analytical estimate is shown as the dashed blue line in Figure 4.4B, and ignores the edge

effects of a finite polytrode. A uniform random distribution of 100,000 points was also numerically

simulated for the 3 column probe (1a design), resulting in the dashed red line in Figure 4.4B. Both

expected distributions for randomly positioned neurons increased linearly as a function of nearest

electrode site distance, while the measured data showed the opposite. This again suggests that

cell positions were not random, but rather were biased to the nearest electrode site. Moreover,
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Figure 4.3: Single (primary) channel templates (left in each pair) and primary channel plus
nearest neighbour multichannel templates (right in each pair) of all sorted cells from all three
tracks. Surrounding channels helped distinguish cells when two or more shared primary channels
with very similar signal. Each template was aligned to its primary channel. For nearest neighbour
multichannel templates, included surrounding channels did not necessarily align the same way.
Blank channels either had no cells for which they were best positioned, or were disabled during
recording. A limited set of 10 colours was cycled through in vertical spatial order to help distinguish
cells. The white arrow highlights a channel on which three cells (yellow, red, brown; enlarged
in inset) had nearly identical primary channel templates, and were only distinguishable on two
neighbouring channels (grey arrows). Scale bars: 0.5 ms, 100 µV.
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Figure 4.4: A: Cell positions for all 3 tracks, coloured by whether
they were active (mean firing rate > 0.05 Hz, red) or inactive (blue).
Black points are electrode site positions, all with 65 µm hexagonal
spacing. Light grey backgrounds represent shank widths and approx-
imate lengths of the two polytrode designs used for these tracks (1a
& 2a, Table 2.3). For the horizontal (top) and vertical (left) cell po-
sition histograms, dashed lines denote alignment with electrode sites.
All axes are positions in µm unless otherwise labelled. B : Distribution
of cell distances to the nearest electrode site. Black bars are measured
data. The dashed blue and red lines are the analytically and numeri-
cally simulated distributions, respectively (see text). Both lines showed
a trend opposite that of the data. C : Plotting each cell’s spatial ex-
tent vs. distance to the nearest electrode site showed a correlation,
suggesting that cells with small closed fields were missed in between
sites.
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the spatial extent of cell templates (each the median spatial extent of its spikes, Section 3.5) was

positively correlated with the distance to the nearest electrode site (Figure 4.4C), suggesting that

the positional bias was due to cells with small closed extracellular fields that were too distant from

an electrode site to be detected.

There was no strong spatial segregation of active cells (mean rates > 0.05 Hz, Figure 4.4, red

dots) and inactive cells (mean rates < 0.05 Hz, blue dots) as a function of position along the

polytrode. However, there was a weak tendency for inactive cells to be more superficial.

Cell position was also examined as a function of time, as were other spike parameters. The x and

y coordinates, spatial extent (σ), and peak to peak amplitude (Vpp) of all 5.1 million spikes from all

3 tracks are shown in Figure 4.5. For better visibility, Figure 4.6 shows the same data, with spike

parameters averaged over 10 min wide non-overlapping time bins, resulting in lines representing

one cell each. Track ptc15.tr7c showed the most stability, especially in y position. Tracks ptc22.tr1

and ptc22.tr2 were both less stable in y. Many cells in those two tracks appeared to drift upward,

in tandem, over a span of hours, suggesting polytrode drift relative to the tissue. A few cells drifted

upward by as much as ∼ 150 µm. However, many other cells in those two tracks had no upward

drift, or had periods of downward drift, and some of these were positioned in between cells that

did have upward drift. This cannot be explained by global, or even local, polytrode-tissue drift. In

comparison to y position, x position, σ and Vpp were all reasonably stable across all tracks.

To further investigate stability in y, dy/dt was calculated from the binned values in Figure 4.6.

The distribution of dy/dt values across all time bins and cells within each track are shown in

Figure 4.7A. Contrary to the visual impressions from Figures 4.5 & 4.6 of consistent upward drift

for many cells in ptc22.tr1 and ptc22.tr2, the distributions of dy/dt for all 3 tracks were nearly

symmetric around dy/dt = 0, suggesting that at least at the timescale of 10 min wide bins, there

was little systematic upward drift. Mean dy/dt was positive (upward) but very low for all three

tracks, ranging 0.7–3.4 µm/h. However, dy/dt distributions were broader for the latter two tracks

(σ = 64–78 µm/h), indicating greater vertical positional variability than for ptc15.tr7c (σ = 31

µm/h). Net rates of change in y position between the first and last spike of each cell (∆y/t) were

also calculated, and their distributions are shown in Figure 4.7B. Results were similar to dy/dt: the

means were positive but very low for all three tracks, ranging 2–2.9 µm/h, and the distributions

for ptc22.tr1 and ptc22.tr2 were broader than for ptc15.tr7c.

4.5 Orientation tuning

Oriented responses are a characteristic feature of neurons in V1 (Hubel and Wiesel, 1959), and

measuring orientation tuning is a standard procedure. Three different types of artificial stimuli

were used to measure orientation tuning of neurons: drifting bars, flashed gratings, and drifting

gratings (see Section 2.4 for stimulus details).

Depending on the stimulus type, steps in orientation ranged from as fine as 10◦ to as coarse
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Figure 4.5: Spike parameters as a function of time for all 5.1M spikes from all cells of each track.
Each point represents a spike, coloured by cell, with colours corresponding to those in Figure 4.3.
From top, plotted spike parameters are vertical (y) and horizontal (x) position, spatial spread (σ),
and primary channel peak-to-peak voltage (Vpp). Positions are relative to the polytrode used for
each respective track. Vertical black lines represent recording time gaps. Many spikes are obscured,
especially those of low firing rate cells. To maximize spike visibility, different scales were used for
x and y, and a different y scale was used for ptc15.tr7c. y roughly corresponded to cortical depth,
but less so in ptc15.tr7c due to its angled insertion (Figures 5.6 & 4.10C). Depending on the track,
dy/dt was moderate to high, but dx/dt was relatively low. Temporal variation in σ remained fairly
low, while Vpp varied moderately.
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Figure 4.6: Smoothed spike parameters vs. time. Same as Figure 4.5, but with points averaged
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Figure 4.7: Distributions of changes in y position over time for all cells in each track. A:
Distributions calculated from the uppermost 3 panels in Figure 4.6, using the same 10 min wide
non-overlapping time bins. Positive dy/dt corresponds here to movement up the polytrode, so
in this case, y represents distance from the bottom of the polytrode instead of the top. Means
and standard deviations are shown for each track. Although many cells in ptc22.tr1 and ptc22.tr2
appeared to drift upwards in Figure 4.6, surprisingly their slope distributions were highly symmetric
about dy/dt = 0, with little positive skew. While some cells moved up the polytrode at times, they
were mostly balanced out by other cells moving down the polytrode. B : Distributions of net rates
of change in y position between the first and last time bin of each cell. Note the finer scale on the
x axis. Although standard deviations were lower than in A, the means were similar and the same
conclusions held.

as 45◦. When calculating orientation tuning curves (Figure 4.8, bottom), spikes were counted

across all stimulus conditions, but the stimulus values of non-orientation stimulus dimensions were

ignored. This means that tuning curves were composed of responses collapsed across all other

stimulus dimensions including brightness, contrast, spatial and temporal frequencies, and phase.

Tuning curves for flashed gratings were calculated by forward correlating each 40 ms duration

flashed grating with the spikes that occurred 40 to 80 ms after stimulus onset. Although different

cells may have different response delays to stimulus onset (Figure 5.6), 40 ms was a good compro-

mise across the population, and was therefore chosen as both the flash duration and the reverse

correlation delay. Flashed gratings allow for rapid simultaneous characterization of many stimulus

dimensions for each cell, much faster than drifting gratings (Ringach et al., 1997a,b). However,

temporal frequency preferences cannot be calculated because the stimulus contains no temporal
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frequencies (apart from the 25 Hz frame frequency from the 40 ms frame time).

Orientation preference was calculated from the tuning curve of each cell to each stimulus type

by taking the vector mean of spike counts at each evenly spaced stimulus orientation (Swindale,

1998). Specifically, this required doubling all the stimulus orientation angles, performing the vector

sum, and then dividing the resulting length by the total number of spikes, and dividing the resulting

angle by 2. Finally, modulus 180 of the angle was taken to constrain it to between 0◦ and 180◦ for

motion stimuli that go around the clock (drifting bars and drifting gratings). The resulting vector

length, r, represented tuning strength, and ranged from 0 (low tuning) to 1 (high tuning). Cells

were tested for orientation tuning significance using Rayleigh’s test for circular uniformity (Wilkie,

1983; Fisher, 1995). For each significantly tuned cell, the stimulus that resulted in the sharpest

tuning curve was used to characterize the orientation tuning of that cell. The stimulus type that

resulted in the strongest orientation tuning varied from cell to cell, with no apparent regularity.

Overall, 61% (150/245) of cells were significantly tuned to orientation (p < 0.01). The numbers

per track were 62% (50/81), 57% (53/93), and 66% (47/71) for ptc15.tr7c, ptc22.tr1, and ptc22.tr2

respectively. However, when restricted only to cells that were active (with mean firing rates ≥
0.05 Hz) during at least one oriented stimulus, 87% (131/150) of cells were significantly tuned to

orientation (p < 0.01), with 98% (46/47), 77% (48/62), and 90% (37/41) per respective track.

Spiking responses to drifting gratings and the associated tuning curves of 3 example neurons

are shown in Figure 4.8. Some cells exhibited strong and significant orientation tuning despite

extremely low firing rates, with orientation preferences in line with those of their higher firing

rate neighbours. The example neuron in Figure 4.8C fired only 8 spikes during the entire 22 min

drifting bar recording, with a mean firing rate of 0.006 Hz, yet it was significantly orientation

tuned (p = 0.0057) with a tuning strength of r = 0.76. All 8 spikes occurred near the middle of the

relevant trials when the bar was at the same position, presumably over the cell’s RF. Like other

well tuned moderately direction selective cells, it had two peaks in its tuning curve 180◦ apart.

Finally, this cell’s preferred orientation of 30.6◦ was similar to that of its neighbours (Figure 4.10C,

middle), providing further evidence of significant tuning (not considered in p value calculation).

There were other similarly low firing rate neurons that were significantly tuned, with orientation

preferences similar to their neighbours. Figure 4.9A shows how tuning strength varied with mean

firing rate, which was calculated for each of the 150 significantly tuned cells over the duration of

the stimulus that resulted in that cell’s strongest orientation tuning. Surprisingly, on a linear-log

plot of tuning strength vs. mean firing rate, the relationship was inverse: low mean firing rate cells

generally had the highest tuning strength, and vice versa. This inverse and approximately linear

relationship (r = −0.5) held regardless of the significance threshold. For significance thresholds

of 0.05, 0.01, 0.001 and 0.0001, the number of significantly tuned cells was 164, 150, 142 and 134,

respectively, with r values of −0.56, −0.50, −0.51 and −0.53.

Figure 4.9B shows that the distribution of mean firing rates of the 150 significantly tuned cells

was roughly a lognormal distribution, similar to that of the full population shown in Figure 4.1B,
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Figure 4.8: Orientation tuning curves calculated from the responses of 3 simultaneously recorded
example neurons in track ptc22.tr1 to 288 trials of drifting bar stimulus. Top: Raster plots of all
trials, in order of stimulus parameter combination (not temporal order). Responses to white and
black drifting bars are represented by white and black ticks respectively, where each tick represents
one spike. Trial 1 started at 198◦ and orientation incremented by 30◦ every 24 trial indices.
Horizontal dashed lines denote orientation increments. On and off subfields (Section 5.4) were
discernable in A and B as bar brightness alternated every 12th trial. Bottom : Orientation tuning
curves with orientation preferences (arrows) calculated using the vector mean of trial spike counts.
Tuning strength, represented by normalized vector length r, and p values (Rayleigh test for circular
uniformity) are shown. A was moderately tuned with high significance and B was very weakly
tuned with very low significance. Despite firing only 8 spikes, C was well tuned and significant
(p < 0.01). Like A, C ’s orientation preference of ∼ 30◦ was similar to that of its neighbours.
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though with a slightly higher geometric mean of 0.26 Hz vs. 0.11 Hz for the full population. Also,

restricting the mean firing rate distribution to only tuned cells revealed a weak bimodality, sug-

gesting two different orientation tuned cell types. This weak bimodality persisted for significance

thresholds of 0.05, 0.01 and 0.0001, but not 0.001 (not shown).

The orientation preferences of all 150 significantly tuned cells are shown in Figure 4.10. The full

range of possible orientation preferences and tuning strengths was represented across the popula-

tion of significantly oriented cells, with no particular favoured orientation (Figure 4.10A). To allow

for a very rough comparison of cell depths along polytrodes of different lengths, normalized depth

was calculated for each cell as the fractional distance down the length of the polytrode. Normal-

ized depth is represented by point darkness in Figure 4.10A, while Figure 4.10B shows normalized

depth as a function of orientation preference, with points coloured according to tuning strength. As

expected, when pooled across all 3 tracks, there was no relationship between normalized depth and

orientation preference. However, when taken individually, each track showed relationships between

orientation preference, tuning strength, and normalized depth (Figure 4.10C). For ptc15.tr7c orien-

tation preference varied strongly with normalized depth, at a rate of 104◦/mm (counterclockwise),

suggesting (as in Figure 5.6) that this was a transcolumnar track. For track ptc22.tr2, orientation

preference also varied with depth, at a rate of 79◦/mm (clockwise), but this relationship was weaker

(statistical significance not calculated).

4.6 Discussion

4.6.1 Neuron yields

Track-wide sorting increased overall neuron yield (Section 4.2). This is unsurprising, given that

low firing rate cells (Section 4.3) take a long time to accumulate enough spikes to be detected as

clusters. However, further analysis is required to determine if most of the additional units gleaned
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Figure 4.10: (Previous page.) A: Orientation preference, tuning strength, and normalized depth
of the 150 cells with significant tuning (p < 0.01, Rayleigh test) to at least one drifting bar,
flashed grating, or drifting grating experiment. Point darkness represents normalized cell depth
along the length of the polytrode. B : Orientation preference as a function of depth along the
polytrode. In this case, point brightness represents tuning strength. In both A and B , there were
no obvious relationships between orientation preference, tuning strength, and cell depth, and all
were reasonably uniform across the population. C : Same as A and B , but broken down according
to track. ptc15.tr7c and ptc22.tr2 showed a linear relationship between orientation preference
and depth (highlighted by manually positioned dashed lines), with strong and weak relationships,
respectively, suggesting that these tracks were strongly and weakly transcolumnar, respectively.

from track-wide sorting are low rate cells, cells that respond only to certain stimuli, or cells that

are only active at certain times for other reasons, such as a change in cortical state (Chapter 6).

Although not investigated in any detail, perhaps the fast single channel spikes found during the

first few minutes after polytrode insertion were inhibitory interneurons (Section 5.1) whose activity

was inhibiting that of pyramidal cells. Or perhaps more likely, the fast single channel spikes were

axonal spikes from cut axons whose cross-section happened to fall near an electrode site.

Given known cortical neuronal densities and estimates of recording volumes of extracellular

electrodes, only about 10% of the population of cells that must be physically present and within

recording range of extracellular electrodes are typically detected (Henze et al., 2000; Shoham et al.,

2006). This fraction must depend to some extent on spike sorting quality. Shoham et al. (2006)

cited Blanche et al. (2005) as having found 60 neurons out of potentially 700, i.e., 8.6%, estimated

from the polytrode recording volume and neocortical neuron density. With 82 units reported here

for that same track (ptc15.tr7c), that percentage increased, but is still only 11.7% of the cells that

should be there. This “dark neuron” problem might be due to most neurons remaining silent, and

therefore undetectable in extracellular recordings, for long periods of time (Thompson and Best,

1989; Henze et al., 2000; Hahnloser et al., 2002; Kerr et al., 2005). Stable continuous recording for

even longer periods of time (days) and under as wide a variety of stimulus and animal conditions

as possible (awake, asleep, anesthetized, behaving, learning) may help resolve this problem.

In addition to cats, polytrode recordings were also made in V1 of 13 urethane-anesthetized rats

(Section 2.1). However, very few units were isolated, and even fewer were visually responsive (not

shown). Given that many other groups successfully record from rat brain using polytrodes with

narrower shanks (< 100 µm) (Harris et al., 2003; Csicsvari et al., 2003; Buzsáki, 2004; Sirota et al.,

2008; Goard and Dan, 2009; Schjetnan and Luczak, 2011; Luczak et al., 2013; Berényi et al., 2014),

this suggests the interesting possibility that the wide (∼ 200 µm) polytrodes used here do more

damage in smaller brains. Further investigation of this hypothesis would require modelling the

number of dendrites and axons that might be cut by polytrodes with different numbers of shanks of

different widths and spacing, taking into account the density of cells and the size and shape of their

dendritic and axonal fields in different species. This also suggests that using narrower polytrodes
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(Section 4.6.3), with either narrower or layered conductors, would further decrease damage and

increase neuron yield in cat cortex.

4.6.2 Firing rates

Mean firing rates in anesthetized cat V1 were lognormally distributed with a log-average firing rate

of ∼ 0.11 Hz and a standard deviation of about one order of magnitude (Figure 4.1B). Although

much lower than reported in most studies (see Olshausen and Field (2005) & Carandini et al.

(2005) for reviews), this value and the lognormal distribution around it is nevertheless in line with

a handful of reports in other species and cortical areas. Using energy analysis, Lennie (2003)

estimated that the average firing rate of human cortical cells is 0.16 Hz. Brecht et al. (2003)

found that average spontaneous firing rates were 0.068 Hz in superficial layer pyramidal cells in

urethane-anesthetized rat barrel cortex. That study used whole-cell recordings whose electrode

impedance changes upon contact with a neuron, providing confirmation of neuron isolation even

in the absence of spiking activity. This reduces the probable bias of individually maneuverable

extracellular single-wire electrodes or tetrodes towards high rate neurons. Kerr et al. (2005) found

a mean spontaneous firing rate of 0.05 Hz in superficial layers in urethane-anesthetized rat primary

somatosensory cortex (S1) and primary motor cortex (M1). That study used both two-photon

calcium imaging and cell-attached recordings, with bias reduction benefits similar to those of whole-

cell recordings. Hromádka et al. (2008) found a lognormal distribution of firing rates in primary

auditory cortex (A1) of awake rat, using cell-attached recordings. That study used a wide range

of auditory stimuli, including naturalistic sounds. Their log-average was higher (∼ 3 Hz) than

reported here, but that should be expected given that firing rates are higher in auditory cortex.

Sakata and Harris (2009) also reported a lognormal distribution of mean spontaneous firing rates

across superficial and deep layers of awake and urethane-anesthetized rat A1 (their Figure S14B).

Using silicon polytrodes, they found log-averages of 0.5–3 Hz. Finally, Mizuseki and Buzsáki (2013)

reported lognormal firing rate distributions in awake and asleep rat hippocampus and entorhinal

cortex, with log-averages of 0.5–1 Hz. In that study, rate distributions were best fit by a lognormal

curve during slow wave sleep, but were somewhat skewed during REM sleep and awake states.

Given the increasing evidence for lognormal (as opposed to normal) distributions of mean firing

rates across species and cortical areas, the geometric mean may be more appropriate than the

arithmetic mean for describing the central firing rate tendency of populations of cortical neurons.

Furthermore, lognormal rate distributions are consistent with the concept of sparse coding, in which

only a small fraction of the population need be active at any given time to encode a stimulus, mem-

ory, or action (Olshausen and Field, 1996). The benefits of sparse coding include computationally

efficient memory storage, efficient extraction and representation of structure within natural stimuli,

and energy efficiency (Olshausen and Field, 2004; Attwell and Laughlin, 2001).

Wohrer et al. (2013) extensively reviewed population distributions of firing rates in various

species and neocortical regions. That study made conclusions about publicly available sorted data
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from cat ptc15, which was sorted using the previous spike sorting technique based on multichannel

template matching (Section 3.1.1). They concluded that population mean rates from those data are

best fit by a decaying exponential distribution. In linear-log space, such a distribution would have

the shape of a decreasing sigmoid, which clearly does not fit the distribution shown in Figure 4.1B.

In contrast, the LM least-squares best fit lognormal distribution shown in that figure does provide

a reasonable approximation. This is consistent with lognormal distributions described by Wohrer

et al. (2013) in other species (rat and primate) and cortical areas (A1, prefrontal cortex (PFC), M1

and secondary motor cortex (M2)). Spike sorting quality may therefore affect conclusions about

firing rate distributions.

The majority of cells, 82%, had mean firing rates below 1 Hz (Figure 4.1). This is significant

because for many studies, ∼ 1 Hz is considered the minimum mean firing rate for unit inclusion

for analysis (Olshausen and Field, 2005). Depending on the area of recording, such studies may

be inadvertently biased towards the properties of high firing rate cells. Perhaps the biggest reason

for setting such a threshold is that sorting very low firing rate units from those that fire at higher

rates is difficult (Section 3.8). The task was made easier in this case by the use of ICA instead of

PCA, when appropriate.

Some of the lowest mean firing rates might be from cells that were active for only a short period

of time. Several such cells are apparent in Figure 4.6. While it is possible that these were cells whose

single unit isolation was gained or lost part way through a track, this seems less likely than such

cells simply starting or stopping their firing, whether due to a change in stimulus, cortical state

(Section 6.4), or some other unknown cell-specific reason. Barring sudden electrode movement,

loss of cell isolation is usually a gradual process due to gliosis or tissue swelling (Liu et al., 1999;

Szarowski et al., 2003; Biran et al., 2005), accompanied by a gradual decrease in spike amplitude

(see reviews by Polikov et al. (2005) & Leach et al. (2010)). No such gradual spike attenuation was

encountered during spike sorting, and none was apparent in any of the sorted units (Figure 4.6,

bottom row). Since the polytrode is a single rigid structure with fixed electrode site locations, if it

were to shift suddenly, simultaneous isolation loss of many cells would be expected. This was not

observed in any of the 3 sorted tracks.

At a time scale of 10–20 min, firing rates of individual cells could fluctuate by orders of magni-

tude, while the population geometric mean rate remained fairly stable (Figure 4.2). This suggests

the possibility that neuronal populations are engaged in a kind of shift work, where some cells

are active for a period of time, while others are silent, with group membership turning over as

a function of time, and network functionality remaining intact throughout. This could perhaps

allow for offline physiological cell maintenance, independent of sleep. It may also have implications

for network stability, such as preventing synaptic weights from growing out of control and giving

too much weight to too few cells (Markram and Tsodyks, 1996). Kerr et al. (2005) provide simi-

lar evidence for shift work using two-photon calcium imaging in urethane-anesthetized rat cortex.

However, further work is required to demonstrate neural shift work more definitively. One way
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would be to measure the (log-scale) variance in multiunit activity (MUA) of spike trains randomly

shifted in time by different amounts for each neuron, and compare that to the MUA variance of

the original spike trains. If temporal shifting increases MUA variance, that would strengthen the

evidence for neural shift work.

It is possible that the wide fluctuations in firing rates of individual neurons was due to rapid

gain or loss of single unit isolation due to drift. Cells with small closed extracellular fields (single

channel cells) might be especially prone to sudden changes in unit isolation. However, while the

traces in Figure 4.2 show that individual firing rates fluctuated greatly at different depths and

times, these fluctuations did not seem to coincide with sudden changes in y position in Figure 4.6.

Further analysis is required to explicitly show this, such as plotting each cell’s firing rate as a

function of Vpp amplitude or y position, to confirm that firing rate is independent of both of these

variables. However, simultaneous gain and loss of single unit isolation of many different cells across

the polytrode seems an unlikely explanation for the wide fluctuations in firing rate of individual

cells shown in Figure 4.2.

Anecdotally, conventional single-wire extracellular electrophysiology can suffer problems “hold-

ing” cells for no more than a few hours, followed by their sudden isolation loss. This is generally

attributed to the electrode suddenly shifting its position relative to the neuron, even if only by a

small amount. However, when slowly approaching or retreating from a neuron using a microdrive, a

neuron may remain isolatable over the span of 100 µm or more, contradicting the assumption that

isolation loss is due to fine sensitivity to electrode position relative to the neuron. An alternative

explanation that resolves this apparent contradiction is that this sudden apparent isolation loss

instead reflects dramatic changes in firing rate (Swindale and Spacek, 2012).

Extremely low firing rates could plausibly be an artifact of high drift, causing a single unit’s

spikes to be split over time into two (or more) clusters, with insufficient evidence to combine them

during spike sorting. For example, if the spike counts in the two resulting clusters were equal, this

would create two units with exactly half the mean firing rate of the original unit (half the spikes

divided by the same full track duration). This would increment that particular half mean firing

rate bin in Figure 4.1B twice instead of once at the original mean rate. Since low firing rate cells

have fewer spikes (and therefore less evidence for merging) to begin with, perhaps such splitting

occurs more often for low firing rate cells, thereby overestimating their numbers. Although one

might suspect a few such candidate oversplit pairs while examining changes in unit position as a

function of time (Figures 4.5 & 4.6), those plots represent only one narrow view of the sorted units.

Many other dimensions were inspected during spike sorting before a decision was made to merge or

split (Section 3.8). Even if some clusters were oversplit, it seems safer to oversplit cells and thereby

underestimate their mean firing rates than to undersplit them and mistake multiunits for single

units in later analyses. Nevertheless, the approximate symmetry in log space of both the high and

low end of the mean firing rate distribution in Figure 4.1B suggests that oversplitting was not a

common occurrence.
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Time gaps between some recordings were up to 30 min long, and should be minimized in the

future, both to improve tracking of physiological properties such as firing rate, cell position, and

spike shape, as well as to increase confidence in spike sorting of cells that span these time gaps.

4.6.3 Templates & positions

Even when the waveforms of spikes from different cells were indistinguishable on their primary chan-

nel, high-density polytrodes allowed cells to be distinguished on neighbouring channels (Figure 4.3).

Arguably, the greater the number of electrode sites and the higher their density, the higher the

probability that at least some channels will separate cells that would otherwise be indistinguishable

with a single wire electrode or tetrode.

At a broad scale, the 2D spatial localization of cells showed a reasonably uniform spatial dis-

tribution for each of the 3 tracks (Figure 4.4A). Given that the greatest amount of damage should

be expected in superficial layers, past which the greatest fraction of polytrode length must slide to

access deeper layers, there was no obvious lack of superficial cells. This suggests that there was no

gross anatomical damage from polytrode insertion (Blanche et al., 2005).

However, at a finer scale, estimated cell positions were biased toward electrode sites (Figure 4.4A

& B), and cells with small closed extracellular fields were more biased toward electrode site positions

than cells with large open fields (Figure 4.4C). This could be due to spatial undersampling of the

neuronal population, with electrode sites spaced further apart than optimal. 65 µm hexagonal

electrode site spacing may be insufficiently dense to fully capture the local neural population. This

is consistent with Du et al. (2011) who reported that about half of all cells recorded using their

custom polytrodes (∼ 40 µm site spacing) were detectable no further than 60 µm away from their

apparent origin. Although most of the sorted cells here had templates spanning several channels,

those may have been prevalent only because at 65 µm spacing, cells with small closed fields were

more likely to fall undetected between electrode sites, and were therefore underrepresented.

One way to further test this hypothesis would be to divide all the cells into two or more

groups according to spatial extent (σ, Section 3.5). The distribution of cell distances to the nearest

site (Figure 4.4B) could be plotted separately for each group. If the hypothesis is correct, the

distribution of nearest site distances should fall off more quickly for cells with small fields, and

more slowly (or not at all) for cells with large fields. Another way to test this hypothesis would be

to sort spikes from other existing data from polytrodes with site spacing less than 65 µm, such as

2b polytrodes (50 µm hexagonal spacing) or 1b polytrodes (collinear, with 43 µm horizontal and 50

µm vertical spacing, from older tracks omitted from Table 2.2). The hypothesis would predict that

the distribution of cells to the nearest site should be closer to analytical and numerical simulations

(Figure 4.4B) for polytrodes with lower site spacing.

Resolving this issue may require polytrodes with greater site density. At least one suitable single-

shank high-density design is already commercially available, with < 38 µm hexagonal spacing of

two columns of electrode sites, and a narrower shank width ranging 30–115 µm (A1x64-Poly2-6mm-
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23s-160, Anton Sirota lab, manufactured by NeuroNexus, Ann Arbor, MI). Even at this higher site

density, with 64 electrode sites the single shank still spans ∼ 1.5 mm, roughly the thickness of cat

primary visual cortex.

Another cause for this spatial bias could be the spatial localization method itself (Section 3.5).

As an alternative to taking the average localized position of each member spike, spatial localization

could be performed on the neuronal template, which is smoother and might therefore allow for

a better spatial Gaussian fit. However, templates may be subject to distortion due to drift (see

below), whereas individual spikes are not. Such distortion could introduce errors in template-based

spatial localization. Another possibility is that there may be insufficient unique x values (columns)

to properly constrain localization along the x axis. This might require a polytrode with more than

only 2 or 3 columns. A computational workaround to this physical limitation could be rotating

the coordinate system during localization so that each site has a unique x and y value in the new

rotated space. This could trade off the effective number of rows for an increased effective number

of columns.

Blanche (2005) reported that neuron distance from the polytrode (z position) could be inferred,

in addition to x and y position along the surface of the polytrode, thereby allowing for 3D local-

ization within the tissue instead of only 2D. This was done by modelling the spatial distribution

of each neuron’s multichannel peak spike amplitude as a mixed monopole/dipole current source,

with voltage decay in extracellular space. The extracellular space was treated as a medium with

uniform conductivity in the cortical laminar plane, but differing conductivity orthogonal to the

laminar plane. Parameter convergence of this model was reported for smooth mean templates, but

was not possible for individual spike waveforms due to excess noise. This meant that 3D localization

of spikes from drifting neurons was not possible, although it would be possible to generate multiple

templates per neuron as a function of time, and then fit the 3D model to each such template. The

low number of electrode site columns in current polytrodes (2 or 3, though see above) also made

model parameter estimation especially difficult. Although promising, no attempt to use that model

or otherwise perform 3D localization was made here.

The spike sorting method described in Chapter 3 (see especially Figure 3.12) tracked vertical

changes in cell position (“drift”) up to a net total of ∼ 150 µm (Figure 4.6). Continuous changes in

localized spike position were accompanied by continuous changes in spike shape, such as Vpp and σ,

but also other spike shape features captured by PCA and ICA. Drift rates varied greatly, ranging

0–200 µm/h (Figure 4.7) depending on time, cell, track, and method of calculation. Despite

the appearance of predominantly upward drift in the vertical position plots of cell populations

(Figure 4.6, upper panels), there was nearly as much downward drift as upward, with a mean

upward drift rate across cells and tracks of ∼ 2 µm/h. There was less drift in ptc15.tr7c than in

the other tracks, though it remains unknown why. One possibility is that longer polytrodes (2a

vs. 1a designs) exhibit less drift. Another is that transcolumnar tracks exhibit less drift. Track

ptc15.tr7c also had more consistent drift across cells and time, suggesting that lower drift rate
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might correspond to lower variance in drift rate.

Why some cells drifted much more than others is a mystery, and cannot be easily explained by

systematic polytrode-tissue movement. Even more perplexing is that cells that drifted at high rates

often did so in unison (Figure 4.6, top right panels), even when at opposite ends of the polytrode,

while others in between drifted little, not at all, or in the opposite direction. Perhaps some cells

adhered to the polytrode, thereby appearing stationary, while others did not and therefore appeared

to drift. Another explanation may be the use of 2D instead of 3D localization. With 2D localization,

cells closer to the polytrode might appear to drift more than more distant cells. Although this does

not explain why some some cells didn’t drift at all, or drifted in opposite directions, using a 3D

instead of a 2D localization model might help explain some of the strange drift observed here.

Buzsáki (2004) argued that the apparent location of a neuron may be confounded by different

possible spike generating mechanisms outside of the usual somatic or axon hillock locations. Per-

haps some of what appear to be conventional neuronal spikes are instead spikes from the axons

(Section 5.6.1) or dendrites of more distant neurons, whose apparent origination point may be

more greatly disturbed by the polytrode, and which may move in different ways from conventional

somatic or axon hillock spikes.

Remarkably, a recent study by Xie et al. (2013) showed that the extracellular space in mouse

brain during both sleep and anesthesia increases by 60% compared to the awake state. This large

change in volume may affect relative neuronal distances and extracellular spike propagation, and

could plausibly fluctuate with depth of anesthesia. Extracellular volume fluctuations could be a

significant source of the apparent drift found here. If so, long-duration recordings in awake animals

might paradoxically exhibit less drift than in anesthetized animals, whose anesthetic depth and

cortical state can vary over time (Sections 6.4 & 6.7.3).

After several hours of recording, sometimes the agar surrounding the craniotomy and the poly-

trode (Section 2.1) would begin to dry up. This may have led to changes in the polytrode-tissue

interface, and potentially contributed to some of the drift described here. Future experiments may

add a layer of silicone oil on top of the agar to prevent drying.

To address potential template distortion due to drift, future work could calculate templates

over shorter periods of time, perhaps every 30 min of recording, or every certain number of spikes.

This would also remove the influence of drift on conclusions about whether the discretized neuronal

positions are due to the localization method, or due to polytrode geometry.

A strobe stimulus such as a bright full screen flash generates transient synchronized input

into cortical layer 4. By calculating the second spatial derivative of the LFP time-locked to this

strobe stimulus, a characteristic laminar pattern of current sources and sinks can be revealed. This

pattern is called the CSD, and may be used to determine the position of a vertical array of electrode

sites with respect to cortical layers (Mitzdorf, 1985; Sakata and Harris, 2009). The CSD therefore

allows estimated neuron positions to be approximately localized by cortical layer. After polytrode

insertion, the CSD pattern was used here only as a rough indicator of how deep the polytrode
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was positioned relative to the cortical layers, and therefore how much further to drive it down for

optimal coverage of all layers. CSD analysis was not used to accurately determine the laminar

position of each localized neuron. Future work should do so, and may not even require a strobe

stimulus (Section 6.7.4), which might therefore allow continuous tracking of polytrode-tissue drift

over time.

4.6.4 Orientation tuning

Orientation tuning curves were calculated for all isolated cells from responses to orientation stimuli.

61% of all cells, including those that were inactive (firing rates < 0.05 Hz) during all orientation

stimuli, were significantly tuned, while 87% of cells that were active during at least one orientation

stimulus were significantly tuned (Section 4.5). Most extracellular electrophysiology studies report

a high fraction (70–90%) of orientation tuned cells in primary visual cortex. Schiller et al. (1976b)

found that 87% (572/654) of cells in rhesus monkey V1 were well tuned, with the disclaimer that

the reported proportion of tuned cells depends on recording methods. Hammond and Andrews

(1978) found 70% (68/97) of cells in cat areas 17 and 18 were tuned to orientation. De Valois

et al. (1982) and Ringach et al. (2002b) reported that 86% (190/222) and ∼ 89% (∼ 274/308)

respectively of cells in macaque V1 were well tuned (bandwidth < 90◦).

All of these reports likely excluded very low firing rate cells, cells that responded poorly to

artificial stimuli, and/or cells whose activity may have only been detectable over long recording

periods. The proportion of tuned cells in these studies may therefore be most directly comparable

to the 87% of active cells reported here. In contrast, an extensive in-vivo two-photon calcium

imaging (Section 1.1) study in isoflurane-anesthetized young (P19–40) cat primary visual cortex

(area 18) by Ohki et al. (2005) found 61% (97% of the 63% that were responsive) of 6734 cells in

layers 2/3 were significantly tuned to orientation. This corresponds well to the 61% of all isolated

cells reported here.

Damage from the wide shank polytrodes used here may be responsible for some of the 39% of

all isolated cells that were not significantly orientation tuned to even a single orientation stimulus.

Switching to narrower shank polytrodes might increase the fraction of significantly tuned cells. Be-

sides damage, there may be other reasons for non-oriented cells. Perhaps some cells respond only

to stimuli more naturalistic stimuli than bars or grating. Although technically challenging, per-

haps their orientation tuning could be characterized from responses to naturalistic movies instead.

Monocular stimulation instead of binocular stimulation may be insufficient to adequately stimulate

some cells. The shift work hypothesis (Section 4.6.2) or changes in cortical state (Chapter 6) might

explain the inactivity of cells at certain times, which for some cells might by chance have been

during the relatively brief periods of presentation of artificial orientation stimuli. And finally, there

may very well be a wide range of degrees of orientation selectivity in visual cortex (De Valois et

al., 1982), with some cells lacking significant orientation tuning altogether.

Cells with very sparse firing were still highly selective for stimulus orientation (Figures 4.8C &
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4.9). Though often discarded in studies, such low firing rate cells (< 0.1 Hz) may nevertheless be

useful for perception. Surprisingly, orientation tuning strength was inversely and linearly correlated

with geometric mean firing rate (Figure 4.9A). The author is unaware of any other such report. This

contradicts the notion that higher firing rates generally lead to better stimulus encoding (Gershon

et al., 1998), and bolsters the importance of low firing rate cells.

Across the population of tuned cells from all 3 tracks, there were no obvious relationships

between orientation preference, tuning strength, and normalized cell depth (Figure 4.10A), nor

was there any reason to expect otherwise. However, individual tracks exhibited varying degrees

of dependence between cell orientation preference and depth, likely due to their vertical angle of

insertion (Figure 4.10B). Track ptc15.tr7c had orientation preferences that varied strongly with

depth, suggesting that it was a highly transcolumnar track. Direction of motion preferences were

not examined here, but future work should show that, like orientation preference, over multiple

tracks there was no bias towards any particular preferred direction of motion.
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5 Cell Type

5.1 Introduction

Functional variation among neurons may be caused by a variety of factors, including differences in

cellular morphology, physiology, and connectivity. Some of the functional variation in extracellularly

recorded populations may be explainable by classifying neurons into different types. There are

several possible ways to do so, five of which are described here, and the first three of which are

used.

One method is to classify neurons according to their temporal waveform shapes, of which there

are at least two types: longer waveform duration excitatory pyramidal cells and shorter waveform

duration inhibitory interneurons (Csicsvari et al., 1998; Barthó et al., 2004; Blanche, 2005; Luczak

et al., 2007; Sirota et al., 2008; Niell and Stryker, 2008; Mizuseki et al., 2009; Sakata and Harris,

2009; Benchenane et al., 2010; Wilson et al., 1994; Gur et al., 1999; Mitchell et al., 2007). Both

types are usually labelled as “putative” due to the inability of most extracellular experimental

setups (including that used here) to directly visualize and measure the intracellular currents of

each extracellularly recorded neuron.

Another way to classify cells may be according to the spatial extent of their waveforms, as

measured across multiple channels. Like temporal waveform shape, the spatial extent of the extra-

cellular field might cluster into two groups: pyramidal cells with large open dipolar extracellular

fields, and interneurons with small closed monopolar fields (Blanche, 2005). However, there is

currently no evidence in the literature for such a bimodality in spatial extent.

Third, in primary visual cortex, neurons can be classified into simple and complex cells according

to the spatial separation of the oriented on and off subfields of their RFs (Hubel and Wiesel, 1962).

Simple cells have well separated on and off subfields, while complex cells have overlapping subfields

(Section 1.1). A third possibility are afferent axons from the lateral geniculate nucleus (LGN), which

like simple cells have non-overlapping on and off subfields, but with a centre-surround spatial

organization which makes them untuned to orientation. Classifying cells by RF type is a standard

procedure (Schiller et al., 1976a; Gilbert, 1977; DeAngelis et al., 1993; Kagan et al., 2002), but the

ease with which it can be done depends on the stimulus used. Classification is straightforward with

white and black drifting bars or gratings, both of which have large, oriented, spatially separated light

and dark regions for independently stimulating potentially separated subfields. Reverse correlation

to an m-sequence white noise movie (Section 2.4) to calculate the spike-triggered average (STA)

can also be used to extract non-overlapping subfields, and to therefore check if the RF is simple

(Ringach and Shapley, 2004). However, the lack of a discernable RF from the m-sequence does

not necessarily mean the cell is complex, and may merely mean that the cell was not sufficiently
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stimulated by the white noise stimulus. Spike-triggered covariance (STC) of m-sequence responses

can be used to calculate overlapping subfields, and hence detect complex cells (Schwartz et al.,

2006), but calculating the requisite covariance matrix for the STC requires many more spikes than

the STA, and was considered impractical here. In comparison, naturalistic stimuli are desirable

for evoking greater and more realistic responses, but mapping RFs (and especially complex cell

RFs) with naturalistic movies is more complicated than reverse correlation to a linear stimulus

with only first order statistics, such as the m-sequence (Ringach et al., 2002a; Smyth et al., 2003;

Willmore and Smyth, 2003; Sharpee et al., 2004; Touryan et al., 2005). Also, due to the high spatial

correlations in naturalistic movies, very long duration recordings and/or high firing rates may be

required to extract reasonable estimates of RFs from naturalistic movie responses. However, the

multi-hour recordings described here span both artificial and naturalistic stimuli, with single unit

identification across these different stimuli, potentially allowing for the best of both worlds. Note

that the true discreteness of simple and complex cell classes has been the subject of debate (Dean

and Tolhurst, 1983; Chance et al., 1999; Mechler and Ringach, 2002; Abbott and Chance, 2002;

Kagan et al., 2002; Priebe et al., 2004; Mata and Ringach, 2005).

Fourth, neurons may also be classified by their firing patterns as regular spiking (RS), fast

spiking (FS), chattering (CH) or intrinsically bursting (IB) (Gray and McCormick, 1996; Nowak

et al., 2003; Barthó et al., 2004; Blanche, 2005; Herikstad et al., 2011). This is done by examining

each cell’s autocorrelogram or inter-spike interval (ISI) histogram. However, cells with very low

firing rates, such as those reported here (Section 4.3), have mostly empty autocorrelograms and ISI

histograms at the timescales of interest (ISIs < 50 ms), precluding such classification. Note that

Herikstad et al. (2011) showed that it may nevertheless be possible to classify the firing patterns

of very low rate cells by plotting their ISI histograms on a log timescale instead of a linear one.

Fifth, neurons may be explicitly classified as excitatory or inhibitory by examining their cross-

correlograms for evidence of monosynaptic connections. Given enough spikes, excitatory monosy-

naptic connections result in peaks in the cross-correlogram, and inhibitory connections result in

troughs (Perkel et al., 1967). However, monosynaptic connections are very rare, even within a

local population. Barthó et al. (2004) found that only 0.2% of local cell pairs recorded in layer 5

of rat somatosenory and prefrontal cortex had cross-correlogram peaks or troughs that suggested

monosynaptic connectivity. Furthermore, less than 8% of neurons induced such peaks or troughs in

the cross-correlograms of other neurons (Barthó et al. (2004), Table 1, (72 + 5 + 28)/1414 = 7.4%)

and could therefore be classified as excitatory or inhibitory. Qualitative examination of cross-

correlograms in the data presented here showed similarly low percentages. Therefore, only a small

fraction of recorded neurons can be classified in this manner, making it a seemingly impractical

method for classifying an entire population. Fortunately, the same study showed that spike wave-

form duration correlated with whether a cell was excitatory (long duration) or inhibitory (short

duration), allowing waveform duration to be used as a reasonable proxy for the excitatory/inhibitory

classification.
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In this study, cells were classified into types according to their spike shape (Section 5.2) and

RFs (Section 5.4). The width of the secondary spike peak, and the amplitude asymmetry of the two

peaks were used to cluster cells into 4 spike types: fast, slow, fast asymmetric and slow asymmetric.

Surprisingly, the width of the primary spike peak was not useful for cell typing. The spatial extent

of spikes was also unimodal and not useful for cell typing (Section 5.3), although this may have

been an artifact of using 2D instead of 3D spatial localization. A variety of methods were used to

characterize RFs, and their consensus was used to classify each cell as simple, complex, putative

LGN afferent, or unknown RF type. There were roughly equal numbers of cells classified as simple,

complex, and unknown RF type, with only 5% classified as putative LGN afferents. Cells classified

as unknown RF type may have been mostly complex cells damaged by polytrode insertion.

5.2 Spike shape

Six different measures were used to characterize the shape of the mean waveform of the primary

channel (template) of each neuron: maximum slope, slope-based spike duration, interpeak interval,

peak temporal asymmetry, full width half maximum (FWHM) of primary and secondary peaks,

and peak amplitude asymmetry. To prevent quantization of temporal measures, templates were

spline interpolated to 1 µs resolution.

The first measure, maximum slope, was simply the maximum absolute value slope of each

cell’s template (in µV/µs). The second measure, slope-based spike duration, was defined as the

interval between the first and last timepoint in the template which exceeded an absolute value

slope threshold of 0.4 µV/µs. All cells had a maximum absolute value slope of at least 0.49

(Figure 5.1A), so picking a threshold of 0.4 did not exclude any cells. Rather, this threshold value

seemed to correspond to qualitative judgements of when each template first departed significantly

from zero, and when it last returned to zero.

The third measure, interpeak interval, was defined as the time between the primary and sec-

ondary peaks in the template. Peaks were defined as the extrema between template zero-crossings

and edges. The primary peak was considered to be the extremum closest in time to the t = 400

ms general alignment point used during spike detection (Section 3.4). The secondary peak was

considered to be the extremum immediately following the primary peak, and by definition, of op-

posite sign. If however the primary peak was the last extremum in the template, it was labelled

the secondary peak, and the one to its immediate left became the primary peak. Only 2 cells out

of the 245 required such a swap of peak labels.

The fourth measure, peak temporal asymmetry, was an estimate of the temporal skew of each

peak around its mode. It was calculated by finding the time between the mode and the median

of each peak, normalized by the width of the peak. Peak limits were determined using the fifth

measure, FWHM, i.e., the width of the peak at one half its maximum amplitude with respect to

0 volts. FWHM of the primary and secondary peak was designated as FWHM1 and FWHM2,
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respectively.

The sixth and final measure was peak amplitude asymmetry, inspired by the asymmetry index

of Sirota et al. (2008) and Sakata and Harris (2009), and by the slope ratio of the depolarization

and repolarization phases of intracellular spikes (McCormick et al., 1985). Sirota et al. (2008)

and Sakata and Harris (2009) compared the amplitudes of the first and third peaks of tri-phasic

waveforms. Given that most of the waveforms collected here were only biphasic (Figure 4.3),

the index was modified to compare the primary and secondary peaks instead. Peak amplitude

asymmetry was thus defined as (V1 − V2)/(V1 + V2) where V1 and V2 are the absolute values of

amplitudes of the primary and secondary peaks, respectively. Its value ranged from -1 to 1, with 0

representing equal peak amplitudes.

For the purposes of measuring spike shape, template amplitudes were normalized because am-

plitude as measured at a given electrode site is mostly not an inherent property of the cell. Rather,

it is mostly a function of distance between cell and electrode site (Henze et al., 2000).

Distributions of the first three measures are shown in Figure 5.1A–C. Maximum slope was

unimodal, while slope-based duration showed a clear bimodality and interpeak interval showed a

hint of multimodality. Two clear clusters emerged when slope-based duration was plotted against

interpeak interval (Figure 5.1D). Points were divided by a manually placed line separating fast

(red) and slow (blue) spike types. Overplotted templates of the two clusters (Figure 5.1E–F)

looked convincingly different. However, the bimodality of the slope-based duration metric was

merely an artifact of thresholding template slope. For a given slope threshold (0.4 µV/µs in this

case), either only one peak or both peaks of a given template would exceed threshold, resulting in

spike duration values that were artifactually bimodal. Changing the slope threshold made points

jump from one cluster to another, and cluster sizes were very sensitive to the precise threshold used.

Slope-based duration was therefore abandoned as a measure of spike shape, but is left here as a

demonstration of the dangers of threshold-based metrics. Thresholding can be dangerous because

it imposes a nonlinearity, something best avoided before clustering.

The fourth measure, peak temporal asymmetry, was unimodal for both primary and secondary

peaks, and its use did not improve clusterability (not shown).

Ultimately, only the fifth and sixth measures, FWHM and amplitude asymmetry, were found

to be useful in classifying cells according to spike shape. Their distributions are shown in Fig-

ure 5.2A–C. FWHM1 was unimodal, but FWHM2 was bimodal, while amplitude asymmetry was

somewhat multimodal. Therefore, FWHM2 vs. amplitude asymmetry was chosen as the space of

spike shape measures in which to cluster cells into different spike types (Figure 5.2D). This decision

was further supported by examining 2D and 3D scatter plots of all combinations of the spike shape

measures described here (excluding slope-based duration). Of all the possible spaces, the FWHM2

vs. amplitude asymmetry space revealed the clearest and greatest number of clusters. For example,

interpeak interval was highly correlated with FWHM2, and therefore provided no additional clus-

tering benefit. A second measure of spike duration based on FWHM (measured from the start of

92



B

E F

C

0 1 2 3 4 5
maximum slope ( V/ s)

0

10

20

30

40

50

ne
ur

on
 c

ou
nt

A

D

0 200 400 600 800
time ( s)

200

100

0

100

200

vo
lta

g
e 

(
V

)

0 200 400 600 800
time ( s)

200

100

0

100

200

vo
lta

g
e 

(
V

)

0 200 400 600 800
slope-based duration ( s)

0

10

20

30

40

50

60

ne
ur

on
 c

ou
nt

0 100 200 300 400
interpeak interval ( s)

0

5

10

15

20

25

30

ne
ur

on
 c

ou
nt

0 100 200 300 400
interpeak interval ( s)

0

200

400

600

800

sl
op

e-
b

as
ed

 d
ur

at
io

n 
(

s)

Figure 5.1: A demonstration of the potential dangers of threshold-based metrics. A–C : Dis-
tributions of three different temporal waveform measures for all cells (see text for details). Of
the three, only slope-based duration (the interval between the first and last timepoints which ex-
ceeded an absolute value slope threshold of 0.4 µV/µs) showed clear bimodality. D : Scatter plot of
spike duration vs. inter-peak interval showing two well-separated clusters, divided manually via the
dashed line into fast (red) and slow (blue) spike types. The clusters were an artifact of thresholding
template slope to calculate spike duration. E–F : Overplotted templates, coloured according to the
artifactual clustering in D . Slow templates are shown on their own in E , and fast templates are
plotted over top of slow in F . Despite being artifactual clusters, their differences in template shape
looked convincing.

the primary peak to the end of the secondary peak) was also highly correlated with FWHM2, and

provided no extra clustering information. Finally, full width at different fractions of peak maximum

(from 0.125 to 0.9) were also tested, but were all less clusterable than FWHM.

Points in FWHM2 vs amplitude asymmetry cluster space were split into 4 clusters using manu-

ally placed straight lines (Figure 5.2D). No points were excluded. Clusters were labelled fast (red),

slow (blue), fast asymmetric (green), and slow asymmetric (grey). The first 2 clusters were very

clear, the third somewhat less so, and the fourth even less. Overplotted unnormalized templates

are shown separately for each cluster (Figure 5.2E–H), and simultaneously (Figure 5.2I).

Cell counts according to spike type and track are shown in Table 5.1. Across all tracks, 52%

(128) of cells were fast, 30% (73) were slow, 13% (32) were fast asymmetric, and 5% (12) were
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Figure 5.2: Temporal spike shape measures of primary channel templates were used to classify
neurons into two clear clusters (fast and slow), plus another two potential clusters (fast asymmetric
and slow asymmetric) that were less clear. A–C : Distributions of three different temporal waveform
measures (see text for details). FWHM1 showed no mulitmodality (A), but FWHM2 and amplitude
asymmetry did (B–C ). D : Scatter plot of FWHM2 vs. amplitude asymmetry. Points were manually
clustered according to the dashed lines. To maximize cluster visibility, the y axis limit was set such
that 3 grey points were excluded. E–H : Overplotted templates of each cluster, coloured according
to D . Although templates were roughly aligned at 400 µs, they were not explicitly aligned with
one another due to the many realignment operations performed during spike sorting. Overplotted
templates of all four clusters are shown in I for comparison.
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track fast slow fast asym slow asym simple complex LGN aff unknown

ptc15.tr7c 61(75) 12(15) 7(9) 1(1) 53(65) 12(15) 0(0) 16(20)
ptc22.tr1 32(34) 36(39) 19(20) 6(6) 18(19) 31(33) 9(10) 35(38)
ptc22.tr2 35(49) 25(35) 6(8) 5(7) 14(20) 32(45) 3(4) 22(31)

total 128(52) 73(30) 32(13) 12(5) 85(35) 75(31) 12(5) 73(30)

Table 5.1: Spike and RF type counts (with percentages in parentheses), for each track and in
total. Compared to the other two tracks, ptc15.tr7c had an excess of fast and simple cells, and a
lack of slow, slow asymmetric, complex, and putative LGN afferent cells. asym: asymmetric. aff :
afferent.

slow asymmetric. Compared to the other two tracks, ptc15.tr7c was an outlier, with an excess

of fast cells, and fewer slow and slow asymmetric cells. Fast cells had the largest peak-to-peak

amplitudes, and asymmetric cells had the smallest (Figure 5.2I). The mostly positive values in

amplitude asymmetry (Figure 5.2C & D) indicate that the primary peak (the one at ∼ 400 µs)

was generally greater in amplitude than the secondary peak (the one that followed). The disparity

in amplitude between the primary and secondary peaks was greatest for the cell types labelled

asymmetric.

5.3 Spatial extent

For each neuron, the median of the spatial extent (σ) of its member spikes (Section 3.5) was

taken as the spatial extent of the neuron (analogous to how per-neuron x and y positions were

obtained in Section 4.4.) Figure 5.3A shows the distribution of σ for cells in each track, as well

as for all cells across all tracks. The distribution across all tracks peaked at 50 µm and showed

no multimodality. Save for perhaps a hint of bimodality in ptc15.tr7c, the individual tracks also

showed no multimodality. Also, σ did not correlate with any temporal measures (the best two,

FWHM2 and amplitude asymmetry are shown in Figure 5.3B), and did not improve clusterability

of cells into different types. Spatial extent from 2D spatial localization was therefore not useful for

cell typing.

5.4 Receptive field type

Classification of cells into simple, complex and putative LGN afferent RF types was performed

using three different types of stimuli: white and black drifting bars at various orientations, drifting

gratings at various spatial frequencies and orientations, and m-sequence noise stimuli. Given exper-

imental time constraints and the history of stimulus development associated with each track, only

two of the three stimulus types were available for each track. All 3 tracks had m-sequence stimuli,

but only ptc15.tr7c had drifting gratings with a sufficient number of presentations of each stimulus

condition to allow determination of RF type, and only ptc22.tr1 and ptc22.tr2 had white and black

drifting bar stimuli. Results from all relevant recordings were considered when classifying a cell’s
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Figure 5.3: A: Distributions of spatial extent (σ) of neurons in individual tracks, as well as across
all tracks. Overall, σ had a unimodal distribution. B : σ plotted against the two best temporal
waveform measures (FWHM2 and amplitude asymmetry) from Section 5.2, showing that σ had
little to no correlation with either of them, and did not improve clusterability.

RF type.

Drifting bar raster plots (Figure 5.4A) were visually inspected for spatial overlap of responses to

white and black bars at the preferred orientation. If white and black bar responses were obviously

non-overlapping, the cell was classified as simple for that recording. Classifying it as simple did

not rule out later classification as a putative LGN afferent based on the characteristics of its STA

(see below). Poor orientation tuning in conjunction with non-overlapping on and off responses

(Figure 4.8B) was suggestive of an LGN afferent, but was not considered definitive. If the responses

were obviously overlapping, the cell was classified as complex for that recording. If the degree of

on and off subfield overlap was too difficult to discern by visual inspection of the raster plot, the

RF type was classified as “unknown” for that recording.

Drifting grating raster plots (Figure 5.4B) were also visually inspected, this time for modulation

at the temporal frequency of the grating (2 Hz), at the preferred orientation and spatial frequency.

If there was obvious temporal modulation above the baseline firing rate at the expected temporal

frequency, the cell was considered simple. If the rate was elevated (i.e., the cell was tuned) but

showed little to no temporal modulation, the cell was considered complex. Otherwise, for that
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Figure 5.4: Example trial raster plots of drifting bar (A) and grating (B) responses of simple
and complex cells. For all panels, visible rows of responses (8–12 trials each) are in order of
stimulus parameter combination (not temporal order). Horizontal dashed lines denote orientation
increments. A: Drifting bar raster plots. Responses to white and black drifting bars are represented
by white and black ticks respectively, where each tick represents one spike. Stimulus parameters
were bar brightness (white or black) and orientation (12 steps of 30◦). All possible parameter
combinations were presented in pseudorandom order, with 12 presentations per combination. Trial
index increased first by presentation number, then bar brightness, and then orientation. Spatial
overlap of responses to white and black drifting bars distinguished simple cells from complex.
Variation in response timing over the range of orientations was due to slight misalignment of the
center of the stimulus and the RF centers of some cells. B : Drifting grating raster plots. Stimulus
parameters were spatial frequency (10 values from 0.15–5 cycles/◦) and orientation (8 steps of 45◦).
All possible parameter combinations were presented in pseudorandom order, with 8 presentations
per combination. Trial index increased first by presentation number, then spatial frequency, and
then orientation. Response modulation at the 2 Hz temporal frequency of the grating relative to
baseline firing was obvious for the simple cell, but absent for the complex cell. The raster plots of
all four cells showed strong orientation tuning.

recording, the cell was classified as “unknown”.

Reverse correlation of spikes to the m-sequence movie to construct the STA is illustrated in

Figure 5.5. For a fixed reverse correlation time range of say, 40 ms, each spike’s contribution to

the STA is found by looking backwards 40 ms from the time of each spike to determine which

frame of the movie was on display. That frame’s pixels are added to the running total. Once

all spikes are reverse correlated in such a manner, the sum of the frames is normalized by the

number of spikes to get the STA, representing the average movie frame that triggered a spike. This
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spike times:

t1 t2 t3

t1 − 40 ms t2 − 40 ms t3 − 40 ms

+ + + ... = 

Figure 5.5: An illustration of the spike triggered average, calculated by reverse correlating the
spike train of a cell in response to an m-sequence noise movie to estimate the cell’s RF 0 to 40
ms following the presentation of each m-sequence frame. A simple cell is illustrated here. Red
are on subregions (stimulated by light pixels, inhibited by dark pixels), blue are off subregions
(stimulated by dark pixels, inhibited by light pixels).

can be repeated for different time ranges (each typically a multiple of the frame display time) to

calculate the spatiotemporal STA, estimating the cell’s spatially non-overlapping spatiotemporal

receptive field (STRF) (Figure 5.6). Cells with a non-zero (non uniform) STA were considered to

be simple cells or putative LGN afferents, with the STA approximating the cell’s spatially non-

overlapping STRF. Oriented STRFs were considered to be simple cells, while small, unoriented,

quickly emerging STRFs were considered to be putative LGN afferents. An absence of an STA at

all reverse correlation time ranges suggests that the cell is complex, but due to spatially overlapping

on and off subfields, the STA cannot reveal the cell’s STRF. A different method, the STC, may

be used to reveal spatially overlapping subfields. However, the STC requires roughly an order of

magnitude more spikes than the STA to accurately calculate the required covariance matrix, and

was not used here to detect complex cells.

Note that reverse correlating the spikes to the movie is equivalent to forward correlating the

movie to the spikes. The latter was used here because if was more computationally efficient. Also

note that reverse correlation timepoints (e.g., 40 ms, 80 ms, 120 ms, etc.) are referred to here as

time ranges (0–40 ms, 40–80 ms, 80–120 ms, etc., see time labels in Figure 5.6), because when

reverse correlating from a given spike to a movie frame t ms ago, that frame will have been on-

screen for anywhere from 0 to dt ms, where dt is the duration each frame is displayed. Similarly,

when forward correlating from a movie frame, a time range of t ms after the start of the frame to

t ms after the end of the frame is used to determine which spikes should accumulate that frame’s

contents.

Cells with non-zero STAs are shown in Figure 5.6, organized vertically according to depth

along the length of the polytrode. Non-zero STAs are shown for 63 cells, from one representative

m-sequence recording per track. For all m-sequence recordings from all 3 tracks, there were 93
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cells with non-zero STAs. In agreement with DeAngelis et al. (1993), most responses lasted over

100 ms, and RF subfields generally reversed polarity 40–80 ms after their initial appearance, itself

20–40 ms after stimulus onset. RFs appeared normal, most having one or more elongated subfields

of alternating sign. There were few obvious holes in RF subfields that might indicate extensive

damage to afferents. RFs calculated from multiple m-sequence recordings hours apart were either

quite similar (e.g., Figure A.1), or were missing altogether, possibly due to either a gain or loss

of responsivity. The first track, ptc15.tr7c, had many more cells with non-zero STAs than did the

other two tracks, and their subfield orientation varied systematically as a function of depth along

the polytrode, suggesting a transcolumnar insertion. Though difficult to see (due to a conservatively

large choice of m-sequence frame size), the subfield orientations of the other two tracks were more

constant as a function of depth. Results from the calculation of orientation tuning from oriented

stimuli (Section 4.5) agree with the conclusion that track ptc15.tr7c was strongly transcolumnar.

Subjective classification of a unit as a putative LGN afferent was mostly based on the m-

sequence STA, but also on responses to oriented stimuli. Small, circular fields that emerged early

(within 40 ms of stimulation) suggested an LGN afferent, as did poor orientation tuning and high

firing rates in response to drifting bars (Figure 4.8B) or gratings.

All relevant recordings (4 or 5, depending on the track) were used to classify each cell as simple,

complex, putative LGN afferent, or unknown. Usually the two stimulus types (either white and

black drifting bars and m-sequence, or drifting gratings and m-sequence) agreed on the classification.

Since the responsivity of cells could vary substantially over hours of recording (Section 4.3, Swindale

and Spacek (2012)), using as many recordings as possible to classify RF type increased the chance

of a successful classification (something other than “unknown”). It also helped increase confidence

when responses from multiple recordings of different stimulus types gave the same classification.

For 11% (26/245) of cells, the responses from two or more recordings conflicted over whether the

cell was simple or complex. In these cases, a voting system was used to resolve the conflict, with one

vote per recording. There were no recordings that conflicted over the distinction between simple

cells and LGN afferents. Appendix A demonstrates simple cell RF stability over a 14 hour period.

Cell counts and percentages according to RF type and track are shown in Table 5.1. Across all

3 tracks, there were roughly equal numbers of simple, complex, and unknown cells (about one third

each), with only 5% of cells classified as putative LGN afferents. Of the 12 units classified as LGN

afferents, only 3 were significantly (p < 0.01) tuned to orientation (Section 4.5), and only weakly so

(r̄ = 0.13). Of the 93 cells with non-zero m-sequence STAs, 73% (68/93) were classified as simple

cells, 12% (11/93) as complex cells, 13% (12/93) as LGN afferents, and 2% (2/93) as unknown.

As was the case for spike type, ptc15.tr7c was an outlier in terms of its RF type distribution

(Table 5.1), with an excess of simple cells and a lack of complex cells and LGN afferents compared

to the other two tracks.
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Figure 5.6: Spatiotemporal RFs from STAs to multiple reverse correlation time ranges of an m-
sequence noise movie. Each row represents a unit, and each column a reverse correlation time range.
Within a row, the same normalization is used for all time ranges, but each row is independently
normalized to maximize visibility of RF structure. Units were sorted top to bottom by depth along
the polytrode and grouped according to track (ptc15.tr7c split vertically), with one representative
m-sequence recording chosen for each track. Only units with non-zero STAs are shown. Other m-
sequence recordings in each track revealed other units with non-zero STAs. For ptc15.tr7c (left),
m-sequence frames were presented for 20 ms each. Orientation tuning changed in a regular clockwise
fashion, strongly suggesting the track was transcolumnar. All cells were classified as simple. For
ptc22.tr1 and ptc22.tr2 (middle, right), far fewer units with non-zero STAs were present. Letters
denote RF type: S: simple, C: complex, L: putative LGN afferent, U: unknown. Each classification
took all relevant recordings into consideration. M-sequence frames were presented for 40 ms each.
RFs appear smaller because the absolute movie size in degrees of visual angle was set higher than
necessary, conservatively ensuring capture of the full RFs of the entire population of cells.
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5.5 Cell type comparison

The spatial distributions of cells by both spike type and RF type are shown in Figure 5.7. For

all tracks, slow, complex and unknown cells were fairly evenly distributed along the length of the

polytrodes. For track ptc15.tr7c, both fast and simple cells were also evenly distributed across the

length of the polytrode, but this result may have been because that track was likely transcolumnar

(Sections 4.5 & 5.4). In contrast, for the other two tracks, both fast and simple cells were somewhat

more likely to be found higher up the polytrode, presumably in more superficial layers. There were

too few fast asymmetric, slow asymmetric, and LGN afferent units to make conclusions about their

spatial distributions.

The relationship between cell position and spatial extent was also examined, with points repre-

senting cell position (as in Figures 4.4A & 5.7) coloured by each cell’s spatial extent (not shown).

There was no obvious relationship between cell position and spatial extent for any of the 3 tracks.

To see if there was a relationship between spike type and RF type, various comparisons were

made. Figure 5.8A–E shows overplotted templates of cells grouped according to RF type. Exami-

nation suggested that simple cells had the highest peak-to-peak amplitude of the four RF types, and

were perhaps slightly faster than complex cells (width of secondary peaks at t ≈ 550 µs of red and

blue traces in Figure 5.8E). Putative LGN afferents had the smallest amplitude. Distributions of

peak-to-peak amplitudes in Figure 5.8F confirmed that RF type amplitudes from largest to smallest

were simple, complex, and LGN afferent. Unknown cells had roughly the same mean amplitude as

complex cells, suggesting that unknown cells might nominally be mostly complex cells.

Plotting cells in the spike type classification space (FWHM2 vs amplitude asymmetry) but

colouring them according to RF type (Figure 5.8G) did not reveal any obvious relationship, save

for perhaps an excess of simple cells (red points) in the fast cell cluster (bottom left). A matrix

of cell counts of RF type vs spike type (Figure 5.8H) confirmed the above, showing that simple

cells were about 4 times more likely to be fast cells than slow cells, even though overall there were

only about 1.75 times as many fast cells as slow cells (Table 5.1, statistical tests for significance

were not performed). Furthermore, both complex and unknown cells were classified as fast and

slow spike types in roughly equal numbers, suggesting again that unknown cells may nominally be

mostly complex cells.

How might cell types differ in their mean track-wide firing rates and fractional activity dura-

tions? Both measures were calculated as previously described (Section 4.3), and the distributions

for all four spike types and all four RF types are shown in Figure 5.9. Fast cells had somewhat

higher mean rates than slow, fast asymmetric, and slow asymmetric cells (Figure 5.9A), with geo-

metric means of 0.17 Hz, 0.078 Hz, 0.053 Hz and 0.054 Hz, respectively. This was despite fast cells

having the same mean fractional activity duration as slow cells (Figure 5.9B). Cells with unknown

RFs had lower mean firing rates and were active for shorter periods of time than simple, complex,

and LGN afferent cells, all of which were very similar in both respects (Figure 5.9C & D). Geomet-
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Figure 5.7: Spatial distribution of cell types, per track. Left : Temporal spike shape classification.
Right : RF classification. Same layout as in Figure 4.4A. Units are in µm.
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Figure 5.8: Comparison of RF type vs. spike type. A–D : Overplotted templates of simple,
complex, putative LGN afferent, and unknown RF cell types. E : All RF cell types overplotted
for comparison. F : Overlapping distributions of primary channel peak-to-peak voltages of all four
RF cell types. Coloured arrows indicate means of their respective distributions. G: Same spike
type cluster space as in Figure 5.2D, but with points coloured according to RF type instead of
spike type. H : Cell count matrix of RF type (rows) vs. spike type (columns) for all 245 cells. aff :
afferent. asym: asymmetric.

ric means of simple, complex, LGN afferent and unknown cells were 0.33 Hz, 0.26 Hz, 0.23 Hz and

0.011 Hz, respectively. Given that mean rates were calculated track-wide (Section 4.3), the lower

mean rates of cells with unknown RFs may have simply been a result of their shorter durations of

activity.

5.6 Discussion

5.6.1 Spike shape

Although cell typing by intracellular spike shape has been previously reported in cat visual cortex

(McCormick et al., 1985; Nowak et al., 2003; Haider et al., 2010), most published cell typing by

extracellular spike shape has been done in rodent cortex and hippocampus, and macaque cortex
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(Csicsvari et al., 1998; Barthó et al., 2004; Luczak et al., 2007; Sirota et al., 2008; Niell and Stryker,

2008; Mizuseki et al., 2009; Sakata and Harris, 2009; Benchenane et al., 2010; Wilson et al., 1994;

Gur et al., 1999; Mitchell et al., 2007). Showing that extracellular spike shape also clusters into

two or more classes in cat visual cortex (Figure 5.2D) helps generalize extracellular spike shape (in

this case, FWHM2 and amplitude asymmetry) as a useful cell typing property.

Given that waveform duration has been shown to be a reasonable proxy for physiological cell

type (Barthó et al., 2004), slow cells may be considered putative excitatory pyramidal cells, and

fast cells putative inhibitory interneurons. However, Robbins et al. (2013) discuss the caveat that

axonal spikes (such as LGN afferents in primary visual cortex) are of short duration, and can be

easily mistaken for interneuron spikes. A small fraction of units here (5%) were classified as putative

LGN afferents (Table 5.1), based on their very small circular RFs as well as their lack of orientation

tuning and spatially segregated on and off responses, all of which were indicative of LGN cells.

These units also tended to have short duration spikes (Figure 5.8C & green points in G), enforcing

the point of Robbins et al. (2013) of the dangers of assuming that fast spiking units are necessarily

inhibitory interneurons. Vigneswaran et al. (2011) showed that large pyramidal tract neurons (Betz

cells) in macaque layer 5 M1 have extracellular spikes as short in duration as fast-spiking inhibitory

interneurons, providing a further caveat to classifying cell type by extracellular spike shape alone.

Unfortunately, despite extensive efforts to minimize sampling bias in these experiments, the

greater proportion of fast cells relative to slow cells (52% vs. 30%, see Table 5.1) is consistent

with the observation of Henze et al. (2000) that slow, low firing rate pyramidal cells tend to be

underrepresented in extracellular recordings. However, if track ptc15.tr7c is excluded due to it
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being so transcolumnar, the proportion of fast and slow cells from the remaining two tracks is

roughly equal, at about 40% each.

Surprisingly, FWHM1, the width of the primary peak, was unimodal and did not cluster, while

FWHM2, the width of the secondary peak, was bimodal and did cluster (Figure 5.2A–B). This

agrees with observations by McCormick et al. (1985) that the slope of the repolarization phase of

an intracellular spike clusters into high and low values, corresponding to narrow and wide secondary

peaks in the extracellular spike. In comparison, other groups have found FWHM1 to be multimodal

and useful for cell typing in rat prefrontal, motor, somatosensory, auditory, and secondary visual

cortices, as well as hippocampus (Barthó et al., 2004; Luczak et al., 2007; Sirota et al., 2008;

Sakata and Harris, 2009; Benchenane et al., 2010). None report on the clustering of FWHM2.

Those studies also reported bimodality in interpeak interval (or trough to peak time), which was

absent here (Figure 5.1C). Furthermore, the fast cells shown here were larger in amplitude than

slow cells (Figure 5.2E–F). This is the opposite of the findings of the above studies, which find fast

cells (i.e., narrow spiking cells, attributed to interneurons) to be of lower amplitude than slow cells

(i.e., wide spiking cells, attributed to pyramidal cells). These differences may be due to differences

in species and cortical area. They may also be due to extra damage from the relatively wide (∼ 200

µm) polytrodes used here, compared to those used by the above studies (∼ 100 µm). Differences in

analog and/or digital filter settings can also affect spike shape, sometimes dramatically (Wiltschko

et al., 2008). Finally, averaging waveforms across periods of recording with drift may distort

templates, thereby affecting temporal or spatial waveform measures.

These differences in spike shape may be explored in the future by using narrower polytrode

designs (Section 4.6.3), a new recording system with greater ADC dynamic range (16 bits instead

of 12) allowing for open analog filters, and careful digital filtering of LFP from spike waveforms

(Wiltschko et al., 2008). As described in Section 4.6.3, the spike shapes reported here may be

somewhat distorted due to drift, which could be corrected for by splitting up each cell’s spike train

in time and averaging the spike waveforms within each time period. Finally, many more than the

245 neurons shown here should be examined to increase confidence in conclusions about spike shape.

If differences in spike shape clustering remain, recordings in other species and cortical areas with

the same recording system would help clarify whether or not those differences are indeed intrinsic

to species and cortical area.

Interestingly, Sirota et al. (2008) recorded 767 cells from a wide variety of cortical areas in rat.

They classified their plot of amplitude asymmetry vs. interpeak interval into two clusters: wide

(excitatory) and narrow (inhibitory). However, that plot (their Figure 1C) also suggested another

two or three clusters. Though not mentioned in the paper, perhaps these were truly distinct clusters

as a result of combining recordings from such a wide range of cortical areas (6 in total, from V2

to M1), and therefore perhaps different cortical areas do indeed consist of cells of differing spike

shape, even within the same species.
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5.6.2 Spatial extent

In cat primary visual cortex, spatial extent (σ) of multichannel neuron waveforms was not a useful

metric for cell typing (Section 5.3). Cells did not cluster according to spatial extent (Figure 5.3),

spatial extent was not correlated with either spike shape measure, and spatial extent did not

show any particular spatial distribution along the polytrode (Section 5.5). However, these null

results may have been partly an artifact of calculating each cell’s σ as the average σ of all of its

member spikes. Since individual spikes are noisier than their cell’s template, calculating σ from

each spike and then averaging them may have obscured multimodalities in template spatial extent.

Future work should also measure spatial extent directly from templates by fitting a 2D Gaussian

(Section 3.5) to the template (or multiple templates over time, to account for drift), instead of to

the individual spikes.

Another potential artifact is that cell distance from the polytrode affects signal amplitude: the

greater the distance, the smaller the signal. This in turn may have an effect on the apparent spatial

extent of the cell, as measured by fitting a 2D Gaussian to its spatial amplitude distribution.

Since isolatable cell distances likely form a continuous distribution, their influence may smear

out any multimodalities in the true 3D spatial extents of the population of cells. As described in

Section 4.6.3, a 3D monopole/dipole current source model of extracellular spike potentials (Blanche,

2005) may reveal multimodalities in spatial extent, such as a monopole/dipole distinction, that may

be useful for cell classification.

5.6.3 Receptive field type

On and off response overlap to drifting bar stimuli, temporal phase locking to sinusoidal grating

stimuli, and STAs from m-sequence movies were all used to classify each cell’s RF type as simple,

complex, putative LGN afferent, or unknown (Figures 5.4 & 5.6). Each drifting bar and grating

raster plot, and each m-sequence STA was visually inspected to subjectively classify each cell’s RF

type. Future work should employ a more quantitative method of determining on and off subfield

overlap (Dean and Tolhurst, 1983; Kagan et al., 2002; Mata and Ringach, 2005), temporal phase-

locking (Skottun et al., 1991), and the number, size, and shape of non-overlapping on and off

subfields in the m-sequence STA. Though such quantification might not change the classification of

many cells, automated methods would be faster and would increase confidence in RF classification.

Although on and off subfield overlap was Hubel and Wiesel’s original method of distinguishing

simple cells from complex cells (Hubel and Wiesel, 1959, 1962, 1968), a more recent and common

method is to measure response phase locking to the temporal frequency of a drifting sinusoidal

grating. This involves creating a PSTH of the repeated trials of the stimulus parameter combination

with the greatest response, and then taking its Fourier transform to find the power at the grating’s

temporal frequency (F1). This is then compared to the DC power (the average firing rate), F0. If

the F1/F0 ratio (i.e., modulation ratio) is greater than 1, the cell is considered simple, and if it is
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less than 1, the cell is considered complex (Skottun et al., 1991). However, generating the PSTH

can be complicated by the fact that the eyes may slowly drift over the course of a long duration

stimulus. This might be corrected for in an automated way, but visually inspecting the spike rasters

for noticeable amounts of the correct temporal modulation was deemed here to be simpler. Further,

Kagan et al. (2002) found that F1/F0 correlated poorly with the degree of RF subfield overlap in

awake monkey V1, with some cells classified as complex according to their subfield overlap, yet

classified as simple according to their F1/F0 ratio (but see Dean and Tolhurst (1983) and Mata

and Ringach (2005)). Chance et al. (1999) & Kagan et al. (2002) argue that the key distinction is

the degree of spatial phase invariance: complex cells have high phase invariance, while simple cells

have low phase invariance. On and off subfield overlap may relate more directly to spatial phase

invariance than does the F1/F0 ratio, and subfield overlap may therefore be the preferred metric.

Therefore, although F1/F0 has been a standard way to distinguish simple cells from complex,

its true effectiveness in doing so is unclear, and relying instead on the subfield overlap may be

a better strategy. Note that a combination of the two methods (subfield overlap estimated from

drifting light and dark bars and m-sequence STA, and F1/F0 from drifting gratings) was used here.

Simple, complex and unknown RF types each made up about one third of all cells reported here,

with only 5% of cells classified as putative LGN afferents. In comparison, Gilbert (1977) reported

that most cells were complex (24% (44) simple, 68% (125) complex, and 9% (16) unclassified cells

out of 185 cells from all layers of area 17 in 21 cats). Those recordings were performed with single-

channel tungsten-in-glass electrodes, with multiple cells characterized within each penetration.

However, a more recent review by Carandini et al. (2005) argues that the general consensus is

that there are equal numbers of simple and complex cells in V1. Tracks ptc22.tr1 and ptc22.tr2

were somewhat consistent with Gilbert (1977) in that about twice as many cells were complex as

simple (Table 5.1). Yet compared to that study, all 3 tracks had a higher fraction of cells with

unknown RF type. This could be because wide polytrodes may cause more damage than narrow

tungsten-in-glass electrodes.

Similar to Gilbert (1977), Kagan et al. (2002) reported 14% simple, 78% complex, and 8%

unclassified cells out of 228 cells in V1 of 5 awake macaques, using single channel platinum-tungsten

in glass or quartz electrodes. Kagan et al. (2002) also used spatial overlap instead of F1/F0 to

distinguish simple cells from complex, and argued that use of F1/F0 overestimates the fraction of

simple cells.

The precise distinction between simple and complex cells is somewhat controversial, as is the

methodology used to distinguish them (Dean and Tolhurst, 1983; Carandini and Ferster, 2000;

Kagan et al., 2002; Priebe et al., 2004; Mata and Ringach, 2005). Methodology and species may

account for some of the variability in these relative proportions across studies. Ideally, natural

scene movies should be used to calculate the RFs of both simple and complex cells, but doing so

is, at least for now, complicated (Ringach et al., 2002a; Smyth et al., 2003; Willmore and Smyth,

2003; Sharpee et al., 2004; Touryan et al., 2005). What may be simpler is to use natural scene
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movie responses purely to distinguish simple and complex cells (see Section 6.7.2).

How might polytrode damage affect the relative numbers of simple and complex cells? Damage

might make complex cells look more like simple cells, but not vice versa. If complex cells pool

from many spatially overlapping simple cells (Hubel and Wiesel, 1962; Alonso and Martinez, 1998;

Figure 6.20A), they should become increasingly simple the fewer simple cells they pool from due

to cut afferents. If instead like simple cells they receive direct LGN input, but gain their spatial

phase invariance from horizontal connectivity from other cells with different spatial phase LGN

inputs (Chance et al., 1999; Tao et al., 2004; Figure 6.20B), then damage to their afferents might

also make them more simple than complex. Either way, polytrode damage may bias the population

toward more simple-like cells and fewer complex cells than would normally be the case.

Unknown RF cells had lower mean firing rates than all other RF types (Figure 5.9C), suggesting

that they may have been damaged cells that had lost some of their afferents. There are several

weak but independent lines of evidence that unknown RF type cells may have been composed

mostly of damaged complex cells in particular. First, unknown RF cells and complex cells shared

similar spatially uniform distributions across all three tracks (Figure 5.7). Second, they had similar

peak-to-peak spike amplitudes (Figure 5.8F). Third, they were composed of a similar mix of slow

and fast cells (Figure 5.8H). Finally, given reports that complex cells outnumber simple cells 3:1 or

more (Gilbert, 1977; Kagan et al., 2002), all else being equal, unknown RF cells are more likely to

be damaged complex cells than damaged simple cells.

Why might the cells labelled as LGN afferents show up as a distinct RF type? Are these truly

LGN afferents, with an axon passing close to the polytrode, or are they instead a distinct cortical

cell type that has not been categorized before? The characteristics of the putative LGN afferent

RF type described here are similar to what Schiller et al. (1976a) label as T cells, or what Kagan

et al. (2002) label as “monocontrast” cells, which they suggest are a third class of RF. With only

12 cells labelled as LGN afferent in the present data set, these questions remain open for the time

being.

In retrospect, the use of 40 ms m-sequence frame times and reverse correlation timepoints for

tracks ptc22.tr1 and ptc22.tr2 may have been a poor choice. Examination of the finer 20 ms frame

times in ptc15.tr7c (Figure 5.6) reveals that averaging the 0–20 ms and 20–40 ms STAs would

result in weaker RFs for nearly every cell, since the 20–40 ms STA would be washed out by noise

in the 0–20 ms STA. The 0–40 ms STAs do exactly such averaging. Worse yet, there is a subfield

sign inversion at around 60 ms, and therefore the STA calculated over 40–80 ms might result in

near perfect cancellation of the fields. Receptive field dynamics studied by reverse correlation in

macaque and cat V1 also suggest that 20 ms frame times are more suitable than 40 ms (Ringach

et al., 1997a,b, 2003).

The switch to 40 ms m-sequence frame times was originally made to increase the duration of the

m-sequence recordings, increase the number of spikes, and therefore improve the STA signal-to-noise

ratio. Although more spikes were undoubtedly acquired, the STAs may have been inadvertently
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degraded by averaging over exactly the least complementary response time periods. For future

experiments, m-sequence frame times should be restored to 20 ms, and to maintain the desired

recording duration and number spikes, the entire m-sequence movie should be presented twice

instead of just once.

5.6.4 Cell type comparison

Given the relative proportions of fast and slow cells, simple cells were more likely than expected to

be fast cells than slow cells (Figure 5.8H). However, more cells are needed from more tracks and cats

to make stronger conclusions about the relationships between spike type and RF type, as well as the

spatial distributions of different cell types. Given the uncertainties in the relative laminar position

of each track, it was difficult to align spatial distributions of different cell types across tracks,

and therefore difficult to make conclusions about the true spatial distribution of cell types across

cortical layers. Histology and CSD analysis should greatly reduce these uncertainties in future

experiments. Future work could also examine how orientation tuning strength and significance

(Section 4.5) might relate to spike and RF type.
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6 Natural scenes & cortical states

6.1 Introduction

Visual neuroscience has traditionally relied on artificial stimuli such as drifting bars and gratings

to characterize neuron response properties. However, more naturalistic stimuli elicit responses that

are poorly predicted from responses to artificial stimuli (David et al., 2004; Olshausen and Field,

2005). Although artificial stimuli are easier to characterize and are of much lower dimensionality

than naturalistic stimuli, relying too heavily on artificial stimuli may obscure insights into how the

brain processes visual information. For a minimally biased characterization of a neural population

in visual cortex, it is therefore important to consider responses to naturalistic stimuli in addition

to artificial stimuli. Although sequences of natural images are spatially naturalistic, the gold

standard is natural scene movies (Carandini et al., 2005), which are both spatially and temporally

naturalistic.

As a complex dynamic system, the brain is never in exactly the same state twice. Yet exper-

iments involving repeated stimulus presentation implicitly assume that it is, or at least that any

resulting variability will average out over enough trials. There is increasing evidence that this may

not always be the case, and that perhaps some of the response variability due to brain state can

be controlled for (Arieli et al., 1996; Petersen et al., 2003; Fiser et al., 2004). There are many

non-perceptual tasks that even primary sensory cortices might be engaged in during stimulus pre-

sentation. Such tasks might include attention (Roelfsema et al., 1998; Harris and Thiele, 2011),

memory formation and recall (Ji and Wilson, 2007), reward encoding (Shuler and Bear, 2006;

Chubykin et al., 2013), locomotion (Saleem et al., 2013), visualization, synaptic normalization,

and low level cellular maintenance (Vyazovskiy and Harris, 2013; Xie et al., 2013). None of these

tasks have much to do with encoding the currently presented stimulus. To deal with this multitude

of tasks, cortex may need to engage in some kind of task switching, which could be reflected in

cortical state changes. There are two broad categorizations of cortical state: synchronized and

desynchronized (Berger, 1929; Destexhe et al., 1999; Harris and Thiele, 2011). The synchronized

state is characterized by large amplitude low frequency fluctuations, and occurs during deep anes-

thesia, slow-wave sleep, and awake quiescent periods (quiet wakefulness). The synchronized state

can be further subdivided into up and down phases (Destexhe et al., 1999; Harris and Thiele,

2011), corresponding to periods of higher and lower resting membrane potentials (Steriade et al.,

1993a; Anderson et al., 2000; Sanchez-Vives and McCormick, 2000). The desynchronized state is

characterized by low amplitude high frequency fluctuations, and occurs during light anesthesia,

REM sleep, and awake attending behaviour. To minimize bias in the characterization of cortex,

taking cortical state into account is a necessity.
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Natural scene movie responses and the effects of cortical state are both examined in this chapter.

Responses to natural scene movies in anesthetized cat V1 consisted of temporally precise and reliable

events, with some cells responding to one movie clip but not at all to another similar one. Response

correlations were very weak for most cell pairs but were significantly stronger between fast cells and

between complex cells. The weakness of simple-complex and the strength of complex-complex pairs

challenges the hierarchical model of complex cells. Synchronized and desynchronized cortical states

were distinguished using the frequency content of deep-layer LFP, and switched spontaneously.

Regardless of cell type, stimulus-evoked superficial (upper layer) cell firing rates were higher in

the desynchronized than synchronized state, while the reverse was true for spontaneous activity.

Deep layer cells showed a more heterogenous relationship. Contrary to other reports (Goard and

Dan, 2009; Marguet and Harris, 2011; Zagha et al., 2013; Pachitariu et al., 2015) natural scene

movie responses were more precise, sparse, and reliable during the synchronized state than the

desynchronized state. Finally, response correlations between cell pairs were more influenced by

cortical state than by the particular movie clip presented.

6.2 Natural scene movie responses

Two different sets of natural scene movies were used, as described in Section 2.4. Each set consisted

of both long (several minutes) and short (4.5–5 s) clips, repeated anywhere from 5 to 400 times,

usually inversely proportional to their length. Except where otherwise stated, this chapter focuses

on the responses to short clips (with many repeats). Trial raster plots of responses to short clips

are shown for a few example cells in Figures 6.1, 6.4 & 6.5. A given neuron’s responses were

often composed of short bursts of spikes that occurred reliably across trials at specific times during

each trial, with high temporal precision. These temporally precise features are referred to here as

response “events”, and show up as vertical lines in the trial raster plots. Responses to repeated

natural scene movies were thus very different from responses to repeated artificial stimuli, which

elicited responses with much less temporal precision across trials (Figures 4.8 & 5.4).

Though temporally precise, natural scene movie response events were not always reliable, with

events missing on some trials, sometimes for many consecutive trials. This is most noticeable in

Figures 6.1 & 6.4, panels A–C, as well as Figure 6.5B. One explanation for this variability is changes

in cortical state, examined in Section 6.6.

Each cell’s natural scene movie raster plots were visually inspected for signs of response events.

If a cell showed a reasonable degree of temporal precision and reliability across trials during at

least one natural scene movie recording, it was considered “responsive”. If its mean firing rate

was ≥ 0.05 Hz, it was considered “active”. Not all responsive cells were active, and not all active

cells were responsive, although the two mostly overlapped (Figure 6.2). Table 6.1 shows the counts

and percentages of responsive cells for each track and overall. The percentage of responsive cells

was fairly consistent across all three tracks: 47% of all sorted cells and 87% of active cells were
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Figure 6.1: (Previous page.) Natural scene movie responses of a pair of cells (red and blue) in
ptc15.tr7c to 96 presentations of a 5 s clip from stimulus set A (Section 2.4). A–B : Raster plots
of both cells. Responses consisted of distinct temporally precise events visible as vertical lines in
the raster plots. Horizontal dashed lines demarcate 4 different versions of the same movie, each
at increasing contrast, separated by time gaps of 0–10 min and interleaved with unrelated movie
stimuli. C : Overlaid raster plots show that the responses for this pair were very distinct, with
no major temporally precise events shared between them. D : Normalized PSTH of both cells,
calculated using 20 ms overlapping bins at 5 ms resolution, again showing the distinctness in their
responses. E–F : Normalized autocorrelograms of the two cells were noticeably different. G: The
cross-correlogram of the cell pair had a trough at t = 0, indicating that the cells tended to avoid
firing together. Autocorrelograms and cross-correlograms were calculated using 0.5 ms wide bins.
H : Template waveforms of the cell pair, with channels and timepoints for PCA highlighted in green.
Cells were only 16 µm apart, yet their template waveforms were noticeably different. Scale bar: 0.5
ms, 100 µV. I : Cluster plot of the cell pair. The red horizontal axis is PC1, the green depth axis
is PC2, and the blue vertical axis is spike time. The clusters remained distinct over time. Note
that the autocorrelograms, cross-correlograms, templates and cluster plots were calculated from all
recordings in the track, not only from the natural scene movie recording. J : M-sequence STAs (see
Figure 5.6) of the cell pair showed marked differences. STAs are 6.4◦ across. AU: arbitrary units.

track all active

ptc15.tr7c 47/81 (58%) 47/53 (87%)
ptc22.tr1 39/93 (42%) 34/41 (83%)
ptc22.tr2 29/71 (41%) 29/33 (88%)

total 115/245 (47%) 110/127 (87%)

Table 6.1: Counts of cells responsive (with
temporally precise, reliable events in their raster
plots) to natural scene movies, for each track and
in total, listed in the numerators (percentages in
parentheses). Counts in the ‘all’ column include
all cells, regardless of their firing rate. Counts in
the ‘active’ column include only those cells whose
mean firing rate was ≥ 0.05 Hz during at least
one natural scene movie recording.

active responsive

all

Figure 6.2: Venn diagram of active and respon-
sive cells. Cells could be active (with mean fir-
ing rates ≥ 0.05 Hz), and/or responsive (with
temporally precise, reliable events in their natu-
ral scene movie raster plots). Not all active cells
were responsive, and not all responsive cells were
active, although the two mostly overlapped. Set
membership could change from one movie to the
next (Figure 6.15).

responsive to natural scenes. Note that ptc22.tr1 had 5 cells that did not qualify as active (39 in

the “all” column vs. 34 in the “active” column), but were nevertheless responsive to natural scene

movies (3 of these 5 are shown in Figure 6.16).

To see if specific cell types (Chapter 5) were more or less likely to respond to natural scene

movies, a matrix of responsivity vs. cell type was constructed (Figure 6.3). Pooling over all cells in

all tracks, the only cell type that was significantly more likely than not to respond to natural scene

movies was simple cells. In contrast, both fast asymmetric and unknown cell types were significantly

more likely to not respond than to respond. However, distributions varied substantially from one
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Figure 6.3: Responsive cell counts vs. cell type. For each cell type, matrices show the number of
cells that were classified as responsive (top rows) or not responsive (bottom rows) with a qualitative
degree of temporal precision and reliability to short natural scene movie clips. Asterisks indicate
cell types with significantly unequal numbers of responsive and non-responsive cell counts (χ2 test
applied independently to each column, p < 0.01). A: Natural scene movie responsiveness vs. spike
type. B : Natural scene movie responsiveness vs. RF type. Simple cells were the only cell type that
was significantly more likely than not to respond reliably to natural scene movies. All 245 cells
from all 3 tracks are included.

track to the next (not shown), so the overall distributions shown in Figure 6.3 may not be very

conclusive.

To quantify natural scene movie response precision, PSTHs were constructed by binning spikes

in the trial-triggered raster plots into 20 ms wide overlapping time bins at 5 ms resolution (Figures

6.1D, 6.4D & 6.5) or 0.1 ms resolution (6.17A). This bin width was chosen because 20 ms is

roughly the membrane time constant of neocortical layer 5 (Mainen and Sejnowski, 1995) and

hippocampal CA1 (Spruston and Johnston, 1992) pyramidal neurons. This is also the timescale at

which hippocampal pyramidal cell spike times are best predicted by the activity of peer neurons,

and therefore may be the timescale most relevant for cell assemblies (Harris et al., 2003). The widths

of peaks in the PSTHs were measured by their FWHM. For those cells classified as responsive to

natural scene movies, responses were remarkably sparse, with peaks in the PSTHs ranging 20–100

ms in width, separated by periods of silence (Figures 6.1D, 6.4D, 6.5 & 6.17A).

Each cell’s pattern of response events was usually distinct. The cells in the pair shown in

Figure 6.1 were separated (Section 4.4) by only 16 µm, yet their response patterns were very

distinct. Their cross-correlogram (Figure 6.1G) had a trough at t = 0, indicating that they rarely

fired together. Both cells were fast and simple with RFs that were close to 180◦ out of phase

(Figure 6.1J). As measured by a drifting bar stimulus, their orientation preference (Section 4.5)

differed by 60◦ and their tuning strength differed by 0.64 (not shown). The marked difference of

these cells’ responses to natural scene movies despite their physical proximity is further evidence

of valid spike sorting.

The cell pair in Figure 6.4 are a counterexample. Though separated by a greater distance (31

µm), the pair’s response patterns were remarkably similar. All significant response events were
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shared by the pair. However, PSTH peak amplitudes (Figure 6.4D) differed between the two in

a nonlinear way. Furthermore, a cluster plot of the two cells in Figure 6.4I shows that they were

well separated during spike sorting, suggesting that their similarity in event timing was not an

artifact of spike sorting errors. Again, both cells were fast and simple. Although the cells’ RFs had

only minor differences (Figure 6.4J), their orientation preference differed by 10◦ and their tuning

strength differed by 0.48 (not shown).

Temporally precise response events could be shared by more than just two cells. Figure 6.5 shows

two groups of cells from a recording in ptc22.tr2. One group was a triplet of cells (Figure 6.5A) and

the other a quintuplet (Figure 6.5B). All cells in each group shared at least one obvious response

event (black arrows), despite the maximum cell separation of 204 and 277 µm in each group,

respectively. Additionally, two events seemed to be shared across the two groups (grey arrows).

The separation of the mean positions of the two groups was 509 µm, while the most separated pair

of cells across the two groups was 715 µm apart. The triplet of cells was in the more superficial

cortical layers, and the quintuplet in deeper layers. Note that in contrast with the cells shown in

the transcolumnar ptc15.tr7c recording in Figure 6.4, this recording was from a mostly columnar

track (Figure 4.10C, right panel, Figure 5.6, right panel), suggesting that sharing of response events

between cells is possible for both columnar and transcolumnar groups of cells. The two groups of

cells in Figure 6.5 comprised 18% and 29% of only 17 active cells in this particular natural scene

movie recording, and 4% and 7% of the 71 total cells in this track, respectively.

Figure 6.16 shows another example of shared response events. Examination of responses across

all natural scene movie recordings suggested that events shared across many cells tended to be

broader in time. Those shared by few cells seemed to be more temporally precise. However, this

observation was not quantified.

6.3 Natural scene movie response correlations

To visualize and quantify the similarity of natural scene movie responses across an entire population

of cells, correlations of PSTHs were calculated for all active cell pairs within a given movie recording,

or segment of a recording. Pearson’s correlation (ρ) was calculated from the PSTHs of each pair

of active cells by

ρ =
xy − x̄ȳ
σxσy

, (6.1)

where x and y are the PSTHs of each cell, σx and σy are their standard deviations, and the overline

indicates the mean. Calculating ρ for all cell pairs resulted in a matrix, which was ordered top to

bottom and left to right by active cell depth along the length of the polytrode.

PSTH correlation matrices from two recordings from the transcolumnar track ptc15.tr7c are

shown in Figure 6.6A & B (left panels). For each cell pair, colour represents ρ, and blank rows and

columns represent inactive cells. In both recordings, a small minority of cell pairs had ρ values as

high as 0.9. For comparison, the example cell pairs in Figures 6.1 and Figure 6.4 from the same
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Figure 6.4: (Previous page.) Same as Figure 6.1 but with a different cell pair from the same
recording, located 31 µm apart. A–D : Natural scene movie responses for this pair were very similar,
with all major temporally precise events shared between them. E–F : Normalized autocorrelograms
of the two cells had only slight differences. G: The cross-correlogram of the cell pair was peaked
around t = 0 and reasonably symmetric, indicating that the cells tended to fire together, but not in
any consistent order. H : Template waveforms of the cell pair, though similar, had different spatial
distributions. Scale bar: 0.5 ms, 100 µV. I : Cluster plot of the cell pair. The red horizontal axis is
horizontal position on the polytrode, the green depth axis is vertical position on the polytrode, and
the blue vertical axis is spike time. The clusters remained distinct over time. Clusters were also
distinct in PCA space (not shown). J : M-sequence STAs of the cell pair showed minor differences.

recording as in Figure 6.6A had ρ = −0.12 and ρ = 0.83, respectively. The small minority of

strongly correlated pairs tended to be close to the diagonal, i.e., the cells in such pairs tended to

be physically close to one another. However, the vast majority of cell pairs, some of which were

also close to the diagonal, had ρ close to 0. This was also visible in the overall distributions of

ρ values (middle panels), which were peaked very close to 0. Mean ρ (red vertical dashed line)

was slightly but significantly positive for both recordings, at 0.032–0.05 (two-sided Student’s t-test,

p < 5 × 10−14). Both recordings had a U-shaped dependence of ρ on cell pair separation (right

panels). This was consistent with a transcolumnar track in which the cells near the top of the

polytrode had the same orientation preference as those near the bottom, turning through 180◦ of

orientation preference along the way (Figure 4.10C, left).

Despite stimulation by different movie clips and despite being separated by 12 hours, the cor-

relation matrices in Figure 6.6A and B were similar for the set of active cells common to both

recordings. Their difference is shown in Figure 6.6C. The difference (∆ρ’s) had even fewer strongly

valued pairs (left panel), indicating that most of the correlations were similar in the two recordings.

The overall ∆ρ distribution was symmetric with a mean of 0.01 (middle panel) that was not signif-

icantly different from 0 (two-sided Student’s t-test, p = 0.076). There was no apparent dependence

of ∆ρ on pair separation (right panel).

To examine how PSTH correlations might relate to cell types, ρ values were calculated for active

cells during natural scene movie recordings (both short movies with many repeats and long movies

with few repeats) in all 3 tracks, and binned according to the spike and RF cell type combination of

each pair. For this analysis, to simultaneously maximize the total duration of recordings examined

while also allowing for at least a rough estimate of PSTHs during long movie clips with few trials, all

natural scene movie recordings with at least 5 trials per movie clip were included. This resulted in

16, 104 and 53 min of total movie presentation time for tracks ptc15.tr7c, ptc22.tr1 and ptc22.tr2,

respectively. If a cell pair was active in more than one natural scene movie recording, only its

maximum ρ was kept. Results were divided up into transcolumnar (ptc15.tr7c) and columnar

(ptc22.tr1 & ptc22.tr2) tracks. The mean correlation (ρ) of each cell type pair was represented

by colour in symmetric matrices (Figure 6.7). Those cell pair types whose ρ̄ was not significantly
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Figure 6.5: Temporally precise response events can be shared by larger more disparate groups
of neurons. Raster plots and normalized PSTHs (20 ms overlapping bins at 5 ms resolution) of
a superficial layer triplet (A) and a deep layer quintuplet (B) of cells from ptc22.tr2, responding
simultaneously to 400 presentations of a 4.5 s natural scene movie clip from the ‘new’ movie set
(Figure 2.5). Cells are distinguished by colour within each group separately. Trials were separated
by 1 s blank periods (black dashed line). Each group exhibited a prominent event shared by all
cells within the group (black arrows). Weaker events were shared between groups (grey arrows).
Maximum separation of cells within A and B was 204 and 277 µm respectively, and across both
groups was 715 µm. Polytrode depths of all 3 cells in A were < 400 µm, while 4/5 cells in B had
depths > 700 µm (one was at 587 µm).
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Figure 6.6: Natural scene movie PSTH correlation matrices (left), distributions (middle), and
separation dependency (right) for all active cell pairs, for two recordings (A & B) in ptc15.tr7c
with two different 5 s movie clips, separated by 12 hours. Correlation matrices were ordered top to
bottom and left to right by active cell depth along the length of the polytrode. A corresponds to the
recording in Figures 6.1 & 6.4. Left : White gaps in the matrices represent cells that were active in
one recording but not the other. Colour scale bar applies to all 3 matrices. Middle : Red vertical
dashed line denotes the mean of each distribution. Right : Red markers are the mean ±1 standard
deviation of each pair separation bin. PSTH correlations had a weak U-shaped dependency on
cell separation, as might be expected for this transcolumnar track. C : The difference between
correlation matrices in A and B , along with the distributions of the difference values and their
separation dependency. PSTH correlations were consistent across the two recordings, for specific
cell pairs (left), in their distributions (middle), and in their dependence on cell separation (right).
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Figure 6.7: Matrices of natural scene movie mean PSTH correlation (ρ̄) of active cells, indexed
by spike type (left) and RF type (right). Blank entries had ρ̄ that was not significantly different
from 0 (two-sided Student’s t-test, p < 0.0005). A: ρ̄ matrices for transcolumnar track ptc15.tr7c
(1238 cell pairs). ρ̄ was very low and was significant for only 4 cell type combinations: fast-fast,
fast-slow, simple-simple, and simple-complex. None were significantly different from one another
(p > 0.35). B : ρ̄ matrices for the two columnar tracks in ptc22 (1976 cell pairs). ρ̄ was significant
for 13 cell type combinations, and 3 of them were noticeably higher than the rest: fast-fast, simple-
LGN afferent, and complex-complex. Fast-fast was significantly different from all other spike type
combinations (white asterisk, p < 0.01, 268 pairs), and complex-complex was significantly different
from all other RF type combinations, save for simple-LGN afferent (black asterisk, p < 0.005, 549
pairs). Simple-LGN afferent was not significantly different from any other RF type combinations,
likely because of low N (37 pairs). Colour bar applies to all panels.

different from 0 (two-sided Student’s t-test, p < 0.0005) were shown as blank.

Consistent with Figure 6.6, the transcolumnar track (Figure 6.7A) had very low ρ̄ values for

all pairwise combinations of cell types. Only 4 out of a total possible 20 spike and RF cell type

combinations were significantly different from 0. However, cell pairs from the two columnar tracks

resulted in higher ρ̄ values, with a total of 13 significant cell type combinations (Figure 6.7B).

Pooling was justified across the two tracks in ptc22 not only because both were columnar, but also

because their separate ρ̄ matrices were similar (not shown). Fast-fast, simple-LGN afferent, and

complex-complex cell type pairs had visibly higher ρ̄ than the rest. Comparing the distribution

of each cell type combination to all others revealed that in the columnar tracks only fast-fast was

significantly greater than all other spike type combinations (two-sided Student’s t-test, p < 0.01),
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while only complex-complex was significantly greater than all other RF type combinations, save

for simple-LGN afferent (p < 0.005). Likely due to low N (37 cell pairs), simple-LGN afferent itself

was not significantly different from any other RF type combinations. In the transcolumnar track

(Figure 6.7A), none of the 4 cell type combinations had significantly different ρ̄ from one another

(p > 0.35).

6.4 Cortical states

Cortical state, as classified by the degree of synchronization or desynchronization of a region of

cortex, can be measured in a variety of ways. Measures can be based on the EEG, LFP, MUA,

or even membrane potential (Poulet and Petersen, 2008; Li et al., 2009; Sakata and Harris, 2009;

Renart et al., 2010; Saleem et al., 2010; Harris and Thiele, 2011; Okun et al., 2012; Poulet et al.,

2012). The measure used here was the deep layer LFP L/(L+H) ratio (Saleem et al., 2010), a

variant of the L/H ratio (Li et al., 2009), and is referred to here as the synchrony index (SI). Deep

layer LFP is considered a better indicator of cortical state than superficial layer LFP (Saleem et

al., 2010). L and H represent lowpass and highpass LFP bands, taken here to be 0.5–7 Hz and

15–100 Hz respectively (Figure 6.8A). To calculate the L/(L+H) ratio, first an LFP spectrogram

was constructed by taking the fast Fourier transform (FFT) of the LFP within overlapping time

bins (30 s wide at 5 s resolution) to find the power spectrum within each time bin. Next, the power

of the L and H bands was summed within each time bin, and the L/(L+H) ratio was calculated,

resulting in a series of SI values representing cortical state as a function of time.

SI ranges from 0 to 1. Periods dominated by low frequency LFP have high SI, and periods

dominated by high frequency LFP have low SI. High SI also corresponded to high LFP amplitude,

and low SI to low LFP amplitude (Figure 6.8B & C). Synchronized and desynchronized states are

two extremes of a continuous spectrum, with no sharp division between them, and cortical states

may even be multidimensional (Harris and Thiele, 2011). Nevertheless, recording segments were

classified here as either synchronized or desynchronized by applying a pair of SI thresholds: SI <

0.8 was considered desynchronized, and SI > 0.9 was considered synchronized. Periods that fell in

between the two thresholds were left undefined.

Figure 6.9 shows a spontaneous change in cortical state during a 39 min recording in track

ptc22.tr1, consisting of 400 presentations of a 4.5 s natural scene movie clip. Superficial and

deep layer LFP, the deep layer LFP spectrogram, SI, and the population spike raster plot are all

shown on the same timescale. At 2/3 of the way through the recording, the LFP spontaneously

switched from low amplitude high frequency activity to high amplitude low frequency activity. As a

result, SI switched from low to high, representing a switch in cortical state from desynchronized to

synchronized. In this example, firing rates of most cells were higher during the synchronized period.

Note that even while stimulus and cortical state remained constant, near the end of the recording,

superficial cells spontaneously became silent (grey dashed line). Figure 6.10 shows the opposite:
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Figure 6.8: Power spectral density (PSD) and amplitude of deep layer LFP. A: PSD of all 15
tracks in Table 2.2. Power is in decibels relative to 1 mV2. Red and blue vertical dashed lines mark
the limits of the low (L) and high (H) bands, respectively, used to calculate the synchrony index,
SI. On this log-log scale, the low band is roughly centered on the broad peak at ∼ 2 Hz. Some of
the attenuation below 1 Hz is due to analog filtering of the LFP during acquisition. The narrow
positive peaks at 25, 50 and 66 Hz are stimulus induced. The narrow negative peak at 60 Hz is
from filtering out mains interference using a 0.5 Hz wide elliptic notch filter. B : SI vs. peak-to-peak
LFP amplitude (Vpp), measured from 30 s wide overlapping bins at 5 s resolution. C : SI vs. LFP
standard deviation (σ). Red markers are the median ±1 standard deviation. Data from cat ptc21
caused a small dip in B & C at SI > 0.8 (not shown). Excluding ptc21, SI was a monotonically
increasing function of LFP amplitude, as measured by both Vpp and σ.

cortical state spontaneously switched from synchronized back to desynchronized. Although the

two states were distinct, the spectrograms and SI plots during the desynchronized periods in both

recordings were far from homogeneous, suggesting other potential categorizations within that state.

These were left unexplored.

Consistent with the literature, cortical state in cat primary visual cortex spanned a continuum

from large amplitude low frequency fluctuations (synchronized state) to small amplitude high fre-

quency fluctuations (desynchronized state). Also consistent, state changes were more noticeable in

deep layer LFP than in superficial layer LFP (not shown, although Figures 6.9A & 6.10A give an

indication).

Figure 6.11 shows the distribution of SI for each acquired track (including those that were not

spike sorted, see Table 2.2), and overall. The distributions varied widely across tracks. Some were

unimodal, others bi- and even trimodal. Some were dominated by low SI, but most were dominated

by high SI. Unfortunately, the desynchronized state was therefore poorly represented, especially in

those tracks that were spike sorted (labelled in red), resulting in fewer opportunities to compare

the effects of cortical state on spiking. Experiment logs were examined for the cause of these wildly

different distributions in cortical state. Tracks with greater amounts of synchronization were as-

sociated with application of various drugs, most especially atropine (to reduce secretions and/or

increase heart rate). Other implicated drugs were tropicamide (to dilate pupils), dobutamine (to
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Figure 6.9: (Previous page.) Cortical state during 400 identical presentations of a 4.5 s natural
scene movie clip in track ptc22.tr1. Over the course of the recording, cortical state spontaneously
changed from desynchronized to synchronized. A: LFP signal of the most superficial and deepest
channels. B : Spectrogram (frequency histogram) of the deepest channel. Red and blue represent
high and low power, respectively. For display, this spectrogram was constructed using 2 s wide
overlapping time bins at 0.5 s resolution. C : Synchrony index (SI) calculated from the L/(L+H)
ratio of the spectrogram (which itself was constructed using wider time bins than in B , see text).
D : Population raster plot, showing all 93 cells in this track, including those that fired 0 spikes
during this movie. Rasters are vertically ordered by cell depth. Transparency is used to increase
detail. The blue vertical dashed line marks the end of the desynchronized state, and the red vertical
dashed line marks the beginning of the synchronized state. Up and down phases (Section 6.5) are
visible in the synchronized state as broadband vertical lines in B . The vertical grey line marks a
sudden drop in superficial layer firing, with no apparent change in deep layer (or superficial layer,
not shown) LFP frequency content.

increase blood pressure), and buprenorphine (analgesia). Atropine and tropicamide are both anti-

cholinergics, and buprenorphine is known to have anticholinergic-like effects (Wood and Rackham,

1981; Sakuraba et al., 2009). Transitions to greater amounts of synchronization were also found

in individual recordings within some tracks soon after application of a suspect drug (not shown).

Subsequent recordings tended to remain more synchronized. Cats ptc17 and ptc18 had no pan-

curonium bromide (local retrobulbar injection of α-BTX was used instead of systemic paralysis, see

Table 2.1), and their four tracks had the greatest amount of desynchronization (Figure 6.11). Note

that pancuronium bromide is also an anticholinergic drug (Garland et al., 1998). Finally, higher

doses of isoflurane and resulting greater depth of anesthesia were also associated with more syn-

chronized cortical states. Slight changes in isoflurane dosage (±0.25%) sometimes resulted in a shift

in cortical state (not shown). The two animals that used propofol & fentanyl instead of isoflurane

& N2O, ptc20 and ptc21, spent almost all of their time in the synchronized state (Figure 6.11).

To investigate if a relationship existed between overall firing rates and cortical state, MUA was

calculated by combining the spike trains of specific subsets of active cells, and then binning them

at the same time resolution as the SI (again 30 s wide bins, but now at 10 s resolution instead of

5 s). MUA was normalized by the number of included active cells. This was done separately for

all spontaneous, natural scene movie, and artificial stimulus recordings (m-sequence white noise,

drifting bars and gratings, and flashed gratings), as well as for fast, slow, simple, and complex cell

types. Additionally, in view of a report that superficial and deep layer cells respond differently

to changes in cortical state (Sakata and Harris, 2012), cells were roughly divided into superficial,

middle, and deep layers according to their position along the length of the polytrode. Adjustments

were made according to how transcolumnar each track was estimated to be. The upper/middle

and middle/lower boundaries used for tracks ptc15.tr7c, ptc22.tr1, and ptc22.tr2 were 900 & 1100

µm, 500 & 700 µm, and 550 & 700 µm respectively. To reduce errors as a result of this rough
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Figure 6.10: (Previous page.) Same as Figure 6.9, but for a different 4.5 s natural scene movie
clip, separated from the previous one by ∼ 20 min of blank grey screen stimulus. During this
recording, the opposite spontaneous change in cortical state occurred: from synchronized back to
desynchronized. Neurons in the rows in D correspond to those in Figure 6.9.

delineation, the middle layer cells were excluded from further analysis.

Scatter plots and least-squares linear regressions of MUA vs. SI are shown in Figure 6.12. Each

point represents 30 s of recording time at 10 s resolution. Insignificant relationships are shown faded

out. The relationship between SI and MUA was complex, and varied depending on stimulus type,

cell type, and layer. Correlation coefficients were low (|r| < 0.5), and conclusions were complicated

by a shortage of desynchronized periods (low SI) and seemingly nonlinear relationships between

MUA and SI. However, for most combinations of stimulus and cell type, MUA and SI had noticeably

different relationships for superficial and deep layer cells.

Across stimulus type, layer type, and cortical state, fast cells had higher firing rates than slow

cells (Figure 6.12, regression lines in 2 leftmost columns). Given that fast-spiking interneurons are

known to have higher firing rates than pyramidal cells, this result adds confidence to the hypothesis

that fast and slow cells, as defined here by their spike shape, correspond to fast-spiking interneurons

and pyramidal cells, respectively.

Overall, regardless of cortical state or cell type, superficial layer firing rates were lower during

spontaneous activity (Figure 6.12, red lines, top row) than during stimulus-evoked activity (mid-

dle rows). This was not the case for deep layers (blue lines), which sometimes had higher firing

rates during spontaneous activity than during stimulus-evoked activity, especially during the syn-

chronized state (high SI). Across cell types, spontaneously active superficial and deep layer cells

had r > 0, i.e., on average, spontaneously active cells were more active in the synchronized than

desynchronized state (red & blue lines, top row). For superficial layer cells, this relationship was

reversed for both natural scene movies and artificial stimuli, which both had r < 0 across almost

all cell types (red lines, middle rows, 5/6 significant combinations). Superficial layer slow cells

during natural scene movies were the exception. Complementary to superficial layers, among the

significant deep layer regressions (blue lines), there was greater variety across cell type, and less

variety across stimulus type. Across stimulus type, deep layer simple cells had r < 0, while deep

layer complex cells had r > 0. Also across stimulus type, deep layer fast and slow cells both had

r > 0.

6.5 UP/DOWN phases

Up and down phases are short alternating periods (< 1 Hz) of membrane potential depolarization

and hyperpolarization in cortex (Steriade et al., 1993a; Anderson et al., 2000; Sanchez-Vives and

McCormick, 2000), and are present during the synchronized cortical state, but absent during the
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labelled in red). The bottom right panel shows the distribution over all tracks, representing 137
hours of recording. Cortical state distributions varied widely across tracks, even within the same
animal. However, for the sorted tracks, cortical state was mostly synchronized.
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Figure 6.12: Scatter plots of MUA vs. SI for active neurons (activity determined separately for
each relevant recording), classified by stimulus type (rows), cell type (columns), and layer type
(red : superficial; blue : deep). Artificial stimuli included m-sequence white noise movies, drifting
bars and gratings, and flashed gratings. MUA and SI were both calculated using the same 30 s
wide overlapping time bins at 10 s resolution. Each point represents one time bin. MUA was
calculated separately by layer, while SI was calculated only from deep layer LFP. Least-squares
linear regression was performed for each of the 24 classifications (3 stimulus types × 4 cell types ×
2 layers) plus 16 more in the ‘all’ row and column. Regression r and p values are shown. N is the
mean number of active cells per point from which MUA was calculated (note that this is less than
the total number of unique cells that contributed to the respective regression). Lines, points, and
statistics were shown faded if r was not significantly different from 0 (two-sided Student’s t-test,
p < 0.001). SI was mostly dominated by high values (see also Figure 6.11). Correlation coefficients
were low (|r| < 0.5), but for most combinations of stimulus and cell type, significant regression
lines differed noticeably between superficial and deep layer cells. Across cell types, superficial cells
during spontaneous periods had low MUA and r > 0 (top row), and during stimulus-evoked periods
had higher MUA and r < 0 (middle rows). Deep layer cells were more heterogenous across stimulus
and cell type, and generally had higher rates than superficial cells.
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desynchronized cortical state (Saleem et al., 2010; Harris and Thiele, 2011; Sakata and Harris,

2012). In fact, synchronized and desynchronized states are sometimes defined by the presence or

absence of up and down phases, as measured by the coefficient of variation (standard deviation

divided by the mean) of the LFP broadband power (Okun et al., 2012) or of MUA (Renart et al.,

2010) as a function of time.

To better resolve up and down phases, the LFP spectrogram was constructed using finer

overlapping time bins (1 s wide at 0.25 s resolution) than those used to calculate SI (Section 6.4).

Periods of higher SI showed regular increases and decreases in broadband LFP power, consistent

with up/down phases (Figure 6.13A, see also synchronized periods in Figures 6.9B & 6.10B).

Population bursts of spiking activity (Figure 6.13C) resulted in peaks in the MUA (Figure 6.13D)

which coincided with peaks in broadband LFP power. During spontaneous activity, a full cycle

of one up and one down phase typically took ∼ 2.5 s (Figure 6.13). Up phases had MUA peaks

(Figure 6.13D) ranging 0.25–1 s in width, as measured by FWHM. Down phases lasted somewhat

longer, at 0.5–2.5 s each. Up/down phases were also present during stimulus-evoked activity, but

were difficult to distinguish from responses to frequencies intrinsic to the stimuli, and were therefore

left unexplored.

6.6 Natural scene movie responses vs. cortical state

How might cortical state influence natural scene movie responses? Figure 6.14 shows trial raster

plots from 3 example cells to 2 different natural scene movie clips, during which two cortical state

transitions occurred: from desynchronized to synchronized (Figure 6.14A–D), and from synchro-

nized to desynchronized (Figure 6.14E–H). Examination of the trial raster plots showed that there

was greater temporal precision and reliability in all 3 cells during the synchronized state than

during the desynchronized state. Trial raster plots of all responsive cells were visually inspected

during both of the natural scene movie clips in Figure 6.14. For the first movie (panel A), of the

27 responsive cells, the temporal precision and reliability of response events increased for 22 cells

(82%), decreased for 3 cells (11%), and remained unchanged for 2 cells (7%). For the second movie

(panel E), the temporal precision and reliability of response events decreased for all 31 responsive

cells. Overall, for these two natural scene movie recordings (totalling 78 min of recording and sepa-

rated by 20 min of blank grey screen), the vast majority of responsive cell firing pattern transitions

(53/58, 91%) were consistent with greater temporal precision and reliability of response events

during the synchronized state than during the desynchronized state. Only 5% (3/58) of responsive

cell firing pattern transitions showed the opposite, while 3% (2/58) showed no change as a function

of cortical state.

Although the 3 example cells shown in Figure 6.14 were responsive to both natural scene movie

clips, some cells were responsive to only one movie and not the other. Figures 6.15 & 6.16 show

6 such example cells. Across the two natural scene movie recordings shown in Figures 6.14 &
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Figure 6.13: Up & down phases are visible in spiking activity when cortical state is sufficiently
synchronized. 60 s of example spontaneous activity (blank grey screen at 200 Hz refresh rate) is
shown from ptc22.tr1. The deep channel LFP spectrogram (A) and resulting synchrony index (B)
show that the local population became increasingly desynchronized over the time period shown.
C : Spatial population raster plot. Vertical axis is cell depth along the length of the polytrode, and
spike rasters of cells at very similar depths necessarily overlap. 31 out of 93 neurons were active
(with mean firing rates ≥ 0.05 Hz) during this recording. 63 cells fired at least one spike and were
therefore used to normalize MUA in D . Superficial layer cells were mostly silent. D : Normalized
MUA calculated from C using 200 ms overlapping time bins at 50 ms resolution. Vertical dashed
lines denote the beginning of up phases, as seen in peaks in the MUA, synchronized spiking in the
spatial population raster plot, and broadband power peaks in the LFP spectrogram.
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Figure 6.14: Cortical state affects precision and reliability of natural scene movie response events.
During repeated presentation of two different 4.5 s natural scene movie clips in ptc22.tr1, two
spontaneous cortical state transitions occurred: from desynchronized to synchronized (A, same
recording as in Figure 6.9), and from synchronized back to desynchronized (E , same recording as
in Figure 6.10). Horizontal dashed lines indicate transitions. SI is the L/(L+H) power ratio from
the deep channel LFP. B–D, F–H : Trial raster plots of natural scene movie responses of three
example cells, left to right in order of increasing depth along the polytrode (161, 186 and 820 µm).
Cell RF types (Section 5.4) were classified as simple, simple, and LGN afferent, and spike types
(Section 5.2) were all fast. Each raster plot consisted of 400 presentations of a 4.5 s movie clip, each
presentation separated by 1 s of blank screen. For both recordings, responses were more precise
and reliable during the synchronized state than the desynchronized state. There was a gap of ∼
20 minutes of blank grey screen separating the end of the first recording (A) from the start of the
second (E). Responses were distinct for each cell, even for the first two whose physical separation
was only ∼ 25 µm.
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Figure 6.15: Same as Figure 6.14 but with 3 more example neurons, each of which had temporally
precise and reliable response events during one movie but not the other. Panels C & F had exactly
one spike each. Left to right, cells were in order of increasing depth along the polytrode (77, 974 and
1197 µm). Cell RF types were classified as unknown, unknown and LGN afferent, and spike types
were fast, fast and slow. Although difficult to see in this layout, the last two cells shared several
response events in the second recording. Note that the most superficial cell was most strongly
modulated by cortical state, at least during the movie to which it responded (B). This was part of
a trend (see text), in which responsive superficial layer cells were more likely than responsive deep
layer cells to have a complete absence of response events in the desynchronized state, distinguishing
them from the types of cells in Figure 6.14, which had response events in both states.
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6.15, there were 20 cells that responded to only one movie, out of a total of 39 responsive cells:

8 responded only to the first movie, and 12 responded only to the second. However, as shown in

Table 6.1, most cells isolated in that track (54/93) did not respond to either movie.

Another set of cells were those that were responsive in one cortical state but nonresponsive in

the other (Figures 6.15B & 6.16). All such cells were responsive during the synchronized state in at

least one movie, and nonresponsive during the desynchronized state in both movies. In addition,

these cells were more likely to be superficial than deep layer cells, as suggested by the examples in

Figures 6.15B & 6.16, which ranged 77–262 µm in depth along the polytrode. The layer boundaries

described in Section 6.4 were again applied, and only those cells that were responsive at some point

were included. Of such cells, for the first movie 7/12 (58%) superficial and 5/11 (45%) deep layer

cells switched from nonresponsive to responsive. During the second movie, 7/9 (78%) superficial

and 5/17 (29%) deep layer cells switched from responsive to nonresponsive. There were no cells

during either movie whose responsivity switched in the opposite direction. The cells missing from

the above fractions were those that still had discernable response events in the desynchronized

state.

To quantify the change in temporal precision of response events between cortical states in the

two movies shown in Figures 6.14 & 6.15, a peak detection algorithm was applied to the PSTH

of every cell, and peak widths and heights were measured separately for all 4 recording periods

(2 synchronized and 2 desynchronized). PSTHs were normalized by the number of trials in each

recording period, and by the 20 ms bin width, yielding a signal in units of average instantaneous

firing rate. For each PSTH, twice the median signal was designated the baseline level, and the peak

detection threshold was set to 3 Hz above the baseline. Candidate peaks were those where the local

maximum of the PSTH exceeded threshold and then fell below baseline on both sides. For each

peak, a search was performed for the left and right FWHM timepoints on either side of the peak,

from the baseline crossing on either side of the peak inward towards the peak. If the measured

FWHM was greater than 200 ms, the peak was discarded. A range of peak detection parameters

were tested, and results were generally insensitive to the particular parameters chosen. PSTHs

were spot-checked to ensure that peaks were adequately detected and measured. Automated peak

detection is demonstrated for 3 cells in Figure 6.16.

Out of a total possible 372 PSTHs (4 recording periods × 93 neurons in track ptc22.tr1), 283

PSTHs had at least one spike, 120 were active, and 79 were responsive (i.e., had at least one

detected peak). There were significantly more PSTH peaks detected in the synchronized state

than in the desynchronized state: 386 and 143, respectively (χ2 test, p < 5× 10−26). Logarithmic

distributions of peak widths are shown in Figure 6.17A, coloured red for the synchronized state

and blue for the desynchronized state. Peaks in the synchronized state were significantly narrower

than in the desynchronized state, with FWHM geometric means of 36 and 51 ms, respectively

(one-sided Mann-Whitney U test, p < 7× 10−13). Peak amplitudes were also significantly greater

in the synchronized state than in the desynchronized state (Figure 6.17B), with geometric means
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Figure 6.16: Responsive inactive cells. Top: Same as the upper panels in Figures 6.14 & 6.15
but with 3 more example neurons, each of which was responsive during the synchronized state, but
inactive overall. Cells A–C were in order of increasing depth along the polytrode (82, 249 and 262
µm). Mean firing rates during this recording were 0.02, 0.047, and 0.01 Hz, respectively. Cell RF
types were all classified as simple, and spike types were all classified as fast. None of the 3 cells were
responsive or active in the subsequent natural scene movie recording. Bottom : All 3 PSTHs had
a 0 Hz baseline firing rate, and therefore all had the same peak detection threshold of 3 Hz (grey
horizontal dashed line). Red dots denote detected peaks. The last cell (C ) had no PSTH peaks
that exceeded the automated detection threshold, but for the purposes of Table 6.1 and Figure 6.3
was still classified by visual inspection as responsive.

of 11.2 and 7.5 Hz, respectively (p < 2× 10−5).

To quantify changes in the sparseness of responses, the sparseness measure of Vinje and Gallant

(2000) was applied to each responsive PSTH in each of the 4 recording periods. Sparseness was

defined by

S =

1−

(
n∑

i=1

ri/n

)2

n∑
i=1

r2i /n


(

1

1− 1/n

)
(6.2)

where ri is the PSTH value in the ith time bin, and n is the number of time bins. Sparseness ranges

from 0 to 1, with 0 corresponding to a uniform signal, and 1 corresponding to a signal with all of
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Figure 6.17: Response precision, sparseness & reliability vs. cortical state. A: Distributions of
response event widths, measured by FWHM of PSTH peaks, during the synchronized (red) and
desynchronized (blue) periods of the two recordings shown in Figures 6.14 & 6.15. B : Distributions
of peak amplitudes relative to baseline. C : Scatter plot of response sparseness in the two cortical
states for cells with at least one detected PSTH peak. Cells with no peaks in one of the two
states were assigned a sparseness of 0 in that state. 86% of cells fell below the dashed y = x line.
D : Sparseness distributions for cells with at least one detected peak. E : Scatter plot of response
reliability in the two cortical states for all cells. Cells with no spikes during a cortical state were
assigned a reliability of 10-5 in that state. 89% of cells fell below the dashed y = x line. F : Response
reliability distributions for all cells. Geometric means are shown in A, B & F , and arithmetic means
in D . PSTH peaks were significantly narrower and higher, PSTHs were significantly sparser, and
responses were significantly more reliable in the synchronized than desynchronized state (one-sided
Mann-Whitney U test, p values shown in each panel).

its energy in a single time bin.

There were significantly more responsive PSTHs in the synchronized state than in the desyn-

chronized state, 49 and 30 respectively (χ2 test, p = 0.033). Figure 6.17C shows a scatter plot of

PSTH sparseness values for all responsive cells in the two states. Cells that were responsive in only

one state in each synchronized/desynchronized pair of states were assigned a sparseness value of

0 in the nonresponsive state. 86% of cells fell below the y = x line, showing that most cells had

sparser responses in the synchronized than desynchronized state. The corresponding distributions

of sparseness values are shown in Figure 6.17D. Responses were significantly sparser in the syn-
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chronized state than in the desynchronized state, with mean sparseness values of 0.75 and 0.56,

respectively (one-sided Mann-Whitney U test, p < 4× 10−5).

To quantify the reliability of responses across trials, the mean pairwise correlations between

all trials were calculated for each cell during each state (Goard and Dan, 2009). Single trial spike

trains were divided into 20 ms wide overlapping time bins at 0.1 ms resolution, and the number of

spikes in each bin was counted, resulting in a matrix of integer values as a function of time, with

one row per trial (this is a modification of the method shown in Figure B.1). Pearson’s correlation

(Equation 6.1) was calculated between all possible pairs of trials. For trial pairs in which one or

both trials had no spikes, their correlation was set to 0. The reliability of each cell during each

cortical state was defined as the mean of all of the pairwise correlations of the trials during that

state. Alternative methods were tested, including taking the median instead of the mean, or the

mean weighted by the number of spikes in each trial pair, but the results were similar to the simple

mean. Response reliability could range from −1 to 1, but was mostly positive. For logarithmic

plotting, values that fell below 10−5 were assigned a value of 10−5.

Figure 6.17E shows a logarithmic scatter plot of response reliability for all cells in the two

cortical states. Cells that fired no spikes in one state in each synchronized/desynchronized pair of

states were assigned a reliability value of 10−5 in that state. 89% of cells fell below the y = x line,

showing that most cells responded more reliably in the synchronized than desynchronized state.

The corresponding logarithmic reliability distributions are shown in Figure 6.17F. Responses were

significantly more reliable in the synchronized than desynchronized state, with mean reliability

values of 3.4× 10−3 and 9.7× 10−4 respectively (one-sided Mann-Whitney U test, p < 0.003).

For the recording shown in Figure 6.5, which came from a different track (ptc22.tr2), cortical

state was synchronized the entire time as measured by SI (Figure 6.11, bottom left panel). Consis-

tent with the pair of recordings shown in Figures 6.14 & 6.15, responsive cells generally remained

responsive for the duration of the recording, with generally consistent precision and reliability.

There were some exceptions however. Inspection of the LFP spectrogram showed changes in low-

frequency power that SI was not able to resolve (not shown). These changes were complex, but

corresponded in time with changes in the response events of some cells.

Although cortical state was examined in the transcolumnar track (ptc15.tr7c), there was again a

lack of desynchronized periods during natural scene movie presentation. However, there was no ev-

idence from that track to contradict the findings from ptc22.tr1 in Figures 6.14–6.17. Furthermore,

using LFP at a specific depth to calculate SI in a transcolumnar track may create complications,

due to the potential for differences in cortical state between columns (Katzner et al., 2009). There-

fore little could be concluded about the relationship between measured cortical state and natural

scene movie responses in track ptc15.tr7c.

Given that the temporal precision and reliability of response events was higher in the synchro-

nized state than in the desynchronized state, how might cortical state affect PSTH correlations

between cell pairs? To answer this question, the two natural scene recordings in Figures 6.14 &
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6.15 were split, as before, into synchronized and desynchronized periods, and PSTHs were calcu-

lated separately for active cells in each of the four resulting periods. PSTH correlations were then

calculated for all active pairs in each recording period. The results are shown in Figure 6.18, in the

same format as Figure 6.6.

Qualitatively, PSTH correlation matrices appeared more similar within cortical state and across

movies (Figure 6.18B vs. C, left column) than across cortical state and within movies (panels A

vs. B, C vs. D). Mean PSTH correlations (ρ̄, red vertical lines, middle column) were higher in the

two synchronized periods (ρ̄ = 0.13) than in the two desynchronized periods (ρ̄ = 0.075–0.1). As

shown for the natural scene movie in Figure 6.6, ρ was independent of cell pair separation, even

when considering cortical states individually (Figure 6.18, right column).

To more directly compare the changes in PSTH correlations from one period to the next, ∆ρ

matrices were calculated for neighbouring periods in Figures 6.14 & 6.15. The results are shown

in Figure 6.19. Although little was concluded from the spatial patterns of the ∆ρ values, their

means corresponded with the conclusions from Figure 6.18: mean changes in ρ were significantly

greater than 0 during the transition from the desynchronized to synchronized state (B-A, p =

0.0052), not significantly different within the synchronized state across movies (C-B, p = 0.63), and

significantly less than 0 during the transition from the synchronized to desynchronized state (D-C,

p = 4.8× 10−8). ∆ρ values showed no apparent dependence on cell pair separation.

6.7 Discussion

6.7.1 Natural scene movie responses

The majority of active cells (87%) showed temporally precise and reliable response events to natural

scene movie stimulation. Response events were as little as 20 ms wide (FWHM). There was great

diversity in event patterns, even among cells very close to one another (Figure 6.1). Although only

about half of all cells responded to natural scene movies, many of those that did not respond may

have simply been inactive at the time, regardless of stimulus. One way to resolve this might be to

tightly interleave trials of different stimulus types (including blank screen for spontaneous activity)

to determine if some cells expressly do not respond to naturalistic stimuli.

There are a handful of reports of such sparse, temporally precise, and reliable responses to

natural scene movies in V1: in awake behaving macaque (Vinje and Gallant, 2000, 2002), and in

anesthetized cat, both extracellularly (Yen et al., 2007; Herikstad et al., 2011) and intracellularly

(Haider et al., 2010). Yen et al. (2007) also showed that precisely timed events can be shared

between nearby cells, as in Figures 6.4–6.5. Bair and Koch (1996) found similar precision and

reliability in awake behaving macaque middle temporal cortex (MT) during random dot stimulation

with low motion coherence. There have been more reports of even sparser, more temporally precise

(as little as ∼ 1 ms wide) and more reliable response events to high-entropy (though not necessarily
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Figure 6.18: PSTH correlations vary as a function of cortical state. Same style of plots and
same colour scale bar as in Figure 6.6A–B, but this time for the desynchronized (A & D) and
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naturalistic) stimuli in RGCs in salamander, rabbit, and cat (Berry et al., 1997; Reich et al., 1997;

Gollisch and Meister, 2008), and in LGN in anesthetized cat (Dan et al., 1996; Alonso et al., 1996;

Reich et al., 1997; Reinagel and Reid, 2000, 2002).

It seems that as visual information propagates from RGCs to LGN to V1, response event

precision and reliability decrease (Kara et al., 2000). It is interesting to consider that this precision is

retained at all. LGN inputs constitute only a small fraction of synapses onto (mostly layer 4) cortical

cells, yet these inputs are very effective at driving the cortex (Ahmed et al., 1994; Binzegger et al.,

2004). In addition to the high effectiveness of LGN-V1 synapses, convergent event-like input from

LGN cells in response to naturalistic stimuli may be one reason for this strong drive (Alonso et al.,

1996; Wang et al., 2010). Clearly, there must be some evolutionary benefit in maintaining, to some

extent, these temporally precise response events in V1. Sparse coding, and the energy efficiency

that comes with it (Olshausen and Field, 1996; Attwell and Laughlin, 2001; Lennie, 2003) may be

one such reason. Another reason, given by Hopfield (1995), is that precise relatively-timed spikes

allow for simple scale-invariant representations of stimuli, and are potentially a common theme

used throughout cortex. The delay line coding theory presented in that paper is strengthened by

evidence, here and elsewhere, that at least for naturalistic stimuli, cortical cells can have responses

that are both temporally precise and reliable relative to the stimulus, and therefore also temporally

precise and reliable relative to each other.

The natural scene movies used here spanned visual angles of 12.7◦ for the ‘old’ set of movies

and 51.6◦ for the ‘new’ set (Figure 2.5). Even the smaller of these was several times the size of

the largest classical RFs shown here. Extra-classical RF stimulation has been found to increase

response sparseness, for both artificial and naturalistic stimuli (Vinje and Gallant, 2000, 2002; Yen

et al., 2007; Haider et al., 2010; Herikstad et al., 2011). Haider et al. (2010) showed that for regular

spiking cells, this is due to more extensive inhibitory barrages by spatially unselective fast-spiking

interneurons. The firing of the excitatory cells is thereby sculpted into temporally precise and

reliable events. The temporal precision and reliability of responses reported here almost certainly

required such wide field stimulation.

An in-vitro study by Mainen and Sejnowski (1995) in pyramidal layer 5 cells found sub-

millisecond spike precision and high (∼ 95%) reliability across trials in response to naturalistic,

yet identical, input current traces. This is much better than the finest ∼ 20 ms precision found

here. The main difference is that cells in-vivo have much greater feedforward, feedback, and hor-

izontal connectivity than do in-vitro slices. Cell types are also more heterogenous in-vivo than in

selective in-vitro recordings. Mainen and Sejnowski (1995) also found that a more artificial step

input current resulted in much poorer temporal precision. An analogous result may be argued for

in-vivo responses to artificial visual stimuli (Figures 4.8 & 5.4).

Precise, reliable, and unique responses to natural scene movie clips of 47% of all sorted cells

suggests a high quality of spike sorting for those cells, both from noise and from each other. Of

course, this says nothing about the spike sorting of the other 53% of cells that, for whatever reason,
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did not respond to natural scene movies, or for cells that were responsive to some movies but not

others. Also, since SI derives from the low-pass LFP data which is methodologically independent

of the spike sorted high-pass data, the correspondence in time of sudden changes in both SI and

cell firing patterns also increases confidence in the quality of the spike sorting.

Five cells in track ptc22.tr1 were responsive to natural scene movies despite having mean firing

rates < 0.05 Hz (Table 6.1, three shown in Figure 6.16). At an average of less than one spike

every 20 s, these cells demonstrate that, as for artificial oriented stimuli (Figures 4.8C & 4.9),

cells with extremely low firing rates in V1 can still meaningfully represent naturalistic stimuli via

sparse responses. These cells also serve as an example of what can be lost when applying firing

rate thresholds for unit inclusion and exclusion, even if those thresholds are set very low. Firing

rate thresholds are certainly necessary for many analyses, but they should be used as sparingly as

possible.

Half of the responsive cells in Figures 6.14 & 6.15 (20/39, 51%) were responsive to one natural

scene movie but not the other, even though both recordings occurred closely in time, and even

during periods when cortical state was apparently the same. Although loss of unit isolation is

always a possibility and is difficult to explicitly distinguish from a natural change in responsivity,

the results presented here suggest the possibility that some cells in V1 are extremely selective

to specific naturalistic stimuli, with nearly all or nothing responses (Figure 6.15), even when the

low level stimulus statistics do not change (not shown). Such extreme selectivity challenges the

standard model of simple and complex cells in V1 as fairly simple oriented spatiotemporal filters

(Hubel and Wiesel, 1962; Carandini et al., 1997), and may partially explain why such models

do so poorly at predicting responses to natural scene movies (David et al., 2004; Olshausen and

Field, 2005; Carandini et al., 2005). Another possibility is that individual V1 cells, or perhaps

even cell assemblies, are engaged in a kind of shift work (Figures 4.2C, 5.9B & D), and alternate

between various computational and biophysical tasks besides encoding stimulus. Such tasks might

include visualization, memory formation and recall, reward encoding, synaptic renormalization,

network stability, low level cellular maintenance, and energy conservation. Assuming that most of

these other tasks take longer than stimulus encoding of a short movie clip, it may be possible to

disentangle their potential effects on spiking activity by presenting several different natural scene

movie clips with their trials randomly interleaved. Reconstruction of raster plots for each movie

would reveal if similar fractions of neurons as reported here are found to respond to only some

specific clips but not others, despite their tight interleaving during presentation. Or it may instead

show that cells simply become responsive or nonresponsive and then stay that way for an extended

period of time, regardless of stimulus. Either result would be interesting.

6.7.2 Natural scene movie response correlations

On average, natural scene PSTH correlations in cat V1 were positive, but very weak (ρ̄ < 0.15,

Figures 6.6, 6.7 & 6.18). This is congruent with experimental and theoretical findings of near-
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zero spike count correlations in macaque and rat cortex (Ecker et al., 2010; Renart et al., 2010).

For the transcolumnar track, PSTH correlations decreased with cell pair separation, and then

slightly increased again, as might be expected with orientation preference changing through 180◦

as a function of position along the length of the polytrode (Figure 6.6). Surprisingly, for the two

columnar tracks, PSTH correlations were not dependent on cell separation along the length of

the polytrode (Figure 6.18). Considering only cell pairs with strongly correlated responses (say

ρ > 0.4), such pairs were mostly closely spaced in the transcolumnar track (Figure 6.6), but had a

wide range of spacing in the columnar tracks (e.g., Figure 6.18). This distance independence within

a functional cortical column suggests that cells that respond similarly to natural scene movies are

fairly well distributed across layers within a cortical column, and seems incongruent with functional

specialization of cortical layers. A stronger conclusion regarding this will certainly require more cell

pairs in more columnar tracks in more animals, with histological verification of polytrode position

and orientation.

A recent report found that the more similar the responses of pyramidal cell pairs in layer 2/3

mouse V1 to natural scene movies, the greater the probability of direct synaptic connectivity be-

tween the two cells (Ko et al., 2011). That study also concluded that most connected pyramidal

cell pairs had bidirectional synaptic connectivity. That study used 2-photon calcium imaging to

record responses in vivo followed by aligned in vitro multiple (up to 4) cell patch-clamp recordings

with electrical stimulation to directly gauge synaptic connectivity. Natural scene movie response

correlation may therefore be useful as an indirect measure of direct synaptic connectivity between

pyramidal cells, and the natural scene movie PSTH correlation matrices presented in this chap-

ter (Figures 6.6 & 6.18) may be reasonable approximations of the synaptic connectivity between

pyramidal cells.

When broken down by cell type, the mean natural scene movie PSTH correlations of three cell

type combinations were notably higher than all other combinations, but only for columnar record-

ings: fast-fast, simple-LGN afferent, and complex-complex (Figure 6.7). Assuming that fast cells

are indeed fast-spiking inhibitory interneurons (Section 5.6.1), strong fast-fast PSTH correlations

(significantly stronger than all other spike type combinations) within a column are consistent with

a calcium imaging study in layer 2/3 mouse V1 that found neighbouring parvalbumin-expressing

fast-spiking interneurons had more strongly correlated responses to naturalistic movies than did

pyramidal cells (Hofer et al., 2011). Strong fast-fast PSTH correlations are also consistent with

studies showing that neighbouring fast-spiking inhibitory interneurons are closely coupled via elec-

trical gap junctions (Galarreta and Hestrin, 1999; Gibson et al., 1999), and that natural scene

movie responses are sculpted by fast-spiking interneurons (Haider et al. (2010), see previous sec-

tion). Simple-LGN afferent correlations were higher (though not significantly) than most other RF

type combinations. This is consistent with the Hubel and Wiesel hierarchical model of simple cell

RFs, and the findings of Reid and Alonso (1995). More interestingly, simple-complex correlations

were weak, and complex-complex correlations were significantly stronger than all other RF type
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combinations (except simple-LGN afferent). This conflicts with the Hubel and Wiesel hierarchical

model of complex cell RFs (Figure 6.20A), i.e., that they are the result of monosynaptic input from

multiple simple cells.

Perhaps the best evidence for the hierarchical complex cell RF model is a study by Alonso and

Martinez (1998). That study found that extracellular spike train cross-correlograms between layer 4

simple cells and layer 2/3 complex cells in anesthetized cat V1 showed monosynaptic simple-complex

connectivity, but not vice versa. However, that study may have been biased in its use of a handful

of electrodes that were independently positioned to maximize cell isolation, and which recorded no

more than a pair of cells at a time. Those results conflict with earlier studies (Toyama et al., 1981a,b;

Ghose et al., 1994) which showed, using similar methodology, a lack of simple-complex monosynaptic

cross-correlogram peaks, but did show some “antihierarchical” complex-simple monosynaptic cross-

correlogram peaks. A more recent intracellular study in anesthetized cat V1 by Yu and Ferster

(2013) found that although complex cell membrane potentials triggered off of simple cell spikes

did indeed show a significant peak during visual stimulation, that peak disappeared when visual

stimulation was replaced with electrical stimulation, suggesting that coordinated activity is what

drives complex cell responses, not direct monosynaptic connectivity from simple cells.

These conflicting results suggest that the hierarchical complex cell model may need refinement,

as might the distinction between the two cell types (including that made in Section 5.4). These

are two independent issues, and there is more support for the first than the second (Toyama et

al., 1981a,b; Ghose et al., 1994; Mechler and Ringach, 2002; Abbott and Chance, 2002; Priebe

et al., 2004; Mata and Ringach, 2005; Yu and Ferster, 2013). Alternative models (Chance et al.,

1999; Tao et al., 2004) suggest that recurrent connectivity between cells in V1 could determine

how simple or complex a cell is (Figure 6.20B). In these models, more complex-like cells have more

recurrent (bidirectional) connectivity with other nearby cells with similar orientation and spatial

frequency preferences, but different spatial phase preferences. These models predict a spectrum

of recurrent connectivity from simple to complex, with strong coupling between highly complex

cells and weak coupling between highly simple cells. The results shown in Figure 6.7 support

these recurrent connectivity models of complex cells. Note that these models do not invalidate the

bimodal distribution of spiking responses that have long distinguished simple and complex cells.

Although membrane potential responses are unimodal across the population, the spike threshold

nonlinearity transforms this unimodal distribution into a bimodal one which distinguishes simple

and complex cells (Mechler and Ringach, 2002; Priebe et al., 2004). Therefore, although recurrent

synaptic connectivity may vary gradually from simple to complex cells, spiking responses, which

are what downstream targets receive, are indeed bimodal.

Unfortunately, traditional methods of distinguishing simple and complex cells rely on artificial

stimuli: drifting bars and gratings, light and dark flashed bars and spots, flashed gratings, and

counterphase gratings. Ideally, responses from natural scene movies alone should be enough to

determine which cells are simple, which are complex, and which (if any) are somewhere in between.
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Figure 6.20: Complex cell models. A: Hierarchical model. A
complex cell (circle) pools inputs from simple cells (boxes) with
similar orientation and spatial frequency preferences, but different
spatial phase preferences, making it invariant to spatial phase. B :
Recurrent model. Each cortical cell (circles) could be either simple
or complex, depending on the strengths of its recurrent connections
with others. Each cell receives a weak set of feedforward inputs from
LGN (boxes), which determines its orientation, spatial frequency,
and spatial phase preference (θ, k, and φ respectively). In the
absence of strong recurrent connections, a cell retains these pref-
erences and behaves like a simple cell. With increasing recurrent
connectivity with other cells of similar orientation and spatial fre-
quency preference, but differing spatial phase preference, the cell
becomes more invariant to spatial phase, and hence more like a
complex cell. Taken from Chance et al. (1999).

As of yet, no method for doing so exists. Until such a method is devised and applied, the physio-

logical relevance of the artificial stimulus-derived simple/complex cell distinction to natural vision

should be considered an open question.

Given the ubiquity of temporally precise and reliable response events during natural scene

movie stimulation (at least during the synchronized state), response events could be used as a

tool to distinguish simple from complex cells. One method might be to present two versions of

the same natural scene movie: the original, and the contrast inverted version. Since simple cells

are sensitive to spatial phase, their response events should shift in time between the two movies,

or rearrange completely. However, the response events of complex cells should not shift, because

ideally complex cells are phase invariant. Increasing degrees of temporal shift of response events

could signify increasing simple cell-like properties. It would be interesting to see if these temporal

shifts clustered into two groups, or if instead they formed a continuous distribution.

6.7.3 Cortical states

Deep layer LFP spectrograms revealed spontaneous changes in frequency content (Figures 6.9 &

6.10), which roughly clustered into two states: synchronized (slow, large amplitude fluctuations)

and desynchronized (fast, low amplitude fluctuations). LFP frequency content was quantified in

a more graded way using an index (SI) which describes the degree of synchronization of the local

population as a function of time. This index was then correlated with mean population firing rates

(MUA) for a variety of cell, layer and stimulus types (Figure 6.12).

Across cell type, population firing rates during spontaneous activity in superficial cells were
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higher in the synchronized state and lower in the desynchronized state, while the reverse was true

for stimulus-evoked activity (Figure 6.12). Deep layer cells showed a more heterogenous relationship

across stimulus and cell type. These results agree with those of Sakata and Harris (2012). That

study focused on spontaneous activity in awake and urethane-anesthetized rat A1, and found

that for both awake and anesthetized animals, superficial layer cells had higher firing rates in the

synchronized state than in the desynchronized state. That study also found that the relationship for

deep layer cells was more heterogenous and depended on cell type: some pyramidal cell types had

higher rates during desynchronization, but fast-spiking interneurons did not. Assuming that the

slow and fast cell types described here correspond to pyramidal cells and fast-spiking interneurons

respectively (Section 5.6.1), the cell type-specific results presented here for deep layer cells during

spontaneous activity are consistent with that study (Figure 6.12, top row, first two columns, blue

lines).

Although the laminar and cell type analysis performed here was less reliable than that of Sakata

and Harris (2012), which used juxtacellular recording combined with histology and spike shape

analysis, the results presented here expand on that study by including stimulus-evoked activity

with both natural scene movies and artificial stimuli, in addition to spontaneous activity. The

relative differences in stimulus-evoked firing rates of slow and fast cells in both superficial and

deep layers in Figure 6.12 (rows 2–4, columns 1–2, red & blue lines, high SI) generally agree with

those of an earlier study by the same group (Sakata and Harris (2009), their Figure 2A) which

examined laminar and cell type dependence of spontaneous and stimulus-evoked activity during

the synchronized state.

This correspondence with other studies in different species and modalities with different anes-

thetics suggests that the results in Figure 6.12 are not species, modality, or anesthesia specific.

Rather, they may be general properties of primary cortical areas and perhaps other areas. What

is their functional relevance? Sakata and Harris (2012) suggest that lower superficial firing rates

in the desynchronized state during spontaneous activity may be a way of lowering neural noise,

perhaps via attention at a specific retinotopic or tonotopic location, to allow detection of stimuli

at lower threshold. Although attention is presumably absent during anesthesia, the broad mecha-

nism of global synchronization and desynchronization remains, suggesting that aspects related to

attention can be studied in an anesthetized animal (Harris and Thiele, 2011).

For the 3 spike sorted tracks, cortical state was mostly synchronized, and the desynchronized

state was infrequent (Figure 6.11). This limited confidence in conclusions about how V1 differs

between the two extremes of cortical state. Several steps could be taken to better balance, and

even control, the time spent in both states. Since anticholinergic and anticholinergic-like drugs have

a synchronizing effect on cortex (Herrero et al., 2008; Harris and Thiele, 2011), they should be used

with greater care. Atropine, tropicamide, dobutamine, buprenorphine, and pancuronium bromide

were all implicated here in promoting synchronization and preventing desynchronization. Some

are essential, but reduced dosage or complete elimination of others may be possible. Although not
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shown here, sometimes a loud noise, such as a hand clap, was enough to desynchronize V1.

It may also be wise to avoid propofol & fentanyl anesthesia in the future and use isoflurane (and

potentially N2O) instead. The greater synchronization under propofol & fentanyl (ptc20 and ptc21,

Figure 6.11) may have been due to the greater difficulty in regulating its intravenous infusion and

its longer half life compared to inhaled isoflurane.

Slight changes in isoflurane dosage (±0.25%) sometimes affected cortical state (not shown).

Long after completion of surgery and after many consecutive hours of isoflurane administration, it

may be possible to temporarily reduce isoflurane dosage to very low levels while still maintaining

sufficient anesthesia (Eger II and Johnson, 1987; Pascoe et al., 2006). Doing so should result in

more desynchronized periods. Given the long recovery times from long duration anesthesia, it may

even be possible to completely turn off isoflurane for short periods, perhaps 10 s at a time, to induce

a shift from the synchronized to desynchronized state. Even greater control is possible by direct

stimulation of the nucleus basalis (Goard and Dan, 2009) or the pedunculopontine tegmenta (PPT)

nucleus (Curto et al., 2009; Sakata and Harris, 2012), at least for V1 and A1 respectively, in

urethane-anesthetized rat. However, such stimulation involves greater complexity and risk, and

requires further surgery. A combination of some of the above methods should be sufficient to ensure

a balance between synchronized and desynchronized cortical states. Until then, spike sorting of

existing data that already show greater desynchronization (ptc17 & ptc18, Figure 6.11) is a top

priority.

A study by Wörgötter et al. (1998) found that RF size in ketamine- and halothane-anesthetized

cat V1 is greater in the synchronized than desynchronized state. A similar report by Castro-

Alamancos (2002) found that whisker fields in urethane-anesthetized rat barrel cortex are larger in

the synchronized than desynchronized state. Both studies relied primarily on single channel elec-

trodes, and their results could be tested using the data already collected here. The STAs of simple

cells from m-sequence noise movies (Figure 5.5) could be separately calculated during synchronized

and desynchronized states, and their sizes measured. Alternatively, RF size of both simple and

complex cells during the two cortical states could be measured using light and dark drifting bars

(Figure 5.4A). Dependence of RF size on cortical state could then be examined according to spike

type, RF type, and layer.

6.7.4 UP/DOWN phases

Up and down phases are present only in the synchronized cortical state and are thought to represent

two alternating modes of cortical function (Harris and Thiele, 2011). Up phases are brief periods

of depolarized membrane potential and desynchronization during which information can flow more

easily from one brain area to another (Luczak et al., 2007; Hoffman et al., 2007), akin to the

temporary opening of a gate (Luczak et al., 2013), and reminiscent of the data packets and time

domain multiplexing used in digital communication systems. Down phases are somewhat longer

periods between up phases, with hyperpolarized membrane potential and high synchronization
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during which information flows more poorly.

As in many other species and cortical regions, in this study up and down phases were found in

the synchronized cortical state but were absent in the desynchronized state (Figure 6.13). During

spontaneous activity, one full up/down cycle lasted ∼ 2.5 s on average, corresponding well to the

∼ 0.3–0.4 Hz frequency of up/down phase cycling originally reported intracellularly in vivo in

urethane-anesthetized cat cortex (Steriade et al., 1993a). Up phases lasted 0.25–1 s, and down

phases lasted somewhat longer at 0.5–2.5 s, similar to findings during slow wave sleep in cat cortex

(Destexhe et al., 1999). Up phase duration in cat V1 was similar to that in urethane-anesthetized

rat barrel and somatosensory cortices (Petersen et al., 2003; Hasenstaub et al., 2007; Luczak et al.,

2007), but was longer than in awake rat (Petersen et al., 2003; Luczak et al., 2007; Sakata and

Harris, 2009; Luczak et al., 2013), and down phase duration was longer than in both anesthetized

and awake rat, as well as ketamine/xylazine anesthetized ferret PFC (Haider et al., 2006).

Interestingly, Anderson et al. (2000) found that complex cells in anesthetized cat V1 had bigger

amplitude up and down phases than did simple cells. Contrary to the overall finding here, they

also reported that up phases lasted longer than down phases, especially during visual stimulation.

That study recorded intracellularly from one cell at a time. Characterization of up and down

phases according to RF, spike, or layer type was not attempted here, and has yet to be reported

using extracellular polytrode recordings. Even though single unit spike trains on their own do

not provide the same up/down phase detection fidelity as single cell intracellular recordings, with

enough simultaneously recorded cells of each type, MUA pooled from those cells should reveal

up/down phases specific to that type. Simultaneous recording might also reveal how up/down

phases interact between different RF, spike, or layer types.

Luczak et al. (2007) found that spike latencies relative to up phase onset were constant, and

were different for each neuron. This allowed neurons to be ranked according to their up phase spike

latency during spontaneous activity, without the need for any external manipulation of trial start

and end. Using an internal trigger for designating trials may be a more natural and less biased way

of denoting trial start than an external trigger. It seems that up phase spike latency has not yet

been investigated in cat V1. Although methodologically difficult, future experiments might also

attempt to time the start of stimulus presentation trials to up phase onset, which might increase

response precision and reliability.

Up phase onset may also serve as a valuable tool for determining polytrode laminar position.

Sakata and Harris (2009) used up phase onset as a trigger for CSD (Section 4.6.3) analysis, without

the need for an external stimulus trigger. This means that experimental time need not be spent

presenting a transiently synchronizing stimulus, such as a full screen flash or direct electrical thala-

mic stimulation, solely for the purpose of constructing the CSD. It would also provide many more

triggers for calculating the CSD with greater fidelity, and allow for continuous tracking of laminar

position. Again, using an internal trigger rather than an external one is arguably more naturalistic.
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6.7.5 Natural scene movie responses vs. cortical state

Natural scene movie responses were more temporally precise and reliable during the synchronized

state than the desynchronized state (Section 6.6). For the two natural scene movie recordings

during which a spontaneous state change occurred (Figures 6.14 & 6.15) this conclusion held for

91% of responsive cells. Only 5% of responsive cells showed the opposite, while 3% showed no

change. These qualitative differences in precision and reliability between the two states were sup-

ported by quantitative measures of response precision, sparseness, and reliability, all of which were

significantly greater in the synchronized state than in the desynchronized state (Figure 6.17).

Although other studies have reported temporally precise and reliable responses to naturalistic

stimuli in V1 (Vinje and Gallant, 2000, 2002; Yen et al., 2007; Haider et al., 2010; Herikstad et

al., 2011), perhaps only one has considered the influence of cortical state on temporal precision

and reliability in V1. Contrary to the results shown in Section 6.6, Goard and Dan (2009) re-

ported that responses to natural scene movies in urethane-anesthetized rat V1 were more reliable

in the desynchronized state than in the synchronized state. Desynchronization was triggered by

electrical stimulation of the nucleus basalis in the basal forebrain. Another study by Marguet and

Harris (2011) came to the same conclusion, using an amplitude-modulated frozen noise stimulus

in urethane-anesthetized rat A1. In that study, desynchronization was induced via tail pinch. A

third study by Zagha et al. (2013) reported that tactile stimulus encoding in urethane-anesthetized

mouse barrel cortex was also more reliable in the desynchronized state, which was induced by

stimulation of M1. In the above three studies, comparisons of trial raster plots or MUA PSTHs

between the two cortical states suggest modest changes in temporal precision and reliability com-

pared to the more dramatic and opposite changes shown here in Figures 6.14 & 6.15. A fourth

study by Pachitariu et al. (2015) in variously anesthetized gerbil A1 also found greater precision

and reliability of responses in the desynchronized state than in the synchronized state, this time

to frequency-modulated tones and speech stimuli. Trial raster plot differences between states were

more dramatic in that study than in the other three.

There are many experimental differences that might explain the opposing results presented here,

including differences in species (cat vs. rodent), anesthetic (isoflurane vs. urethane, ketamine/xy-

lazine, and fentanyl/medetomidine/midazolam), desynchronization method (spontaneous vs. evoked),

cortical area (V1 vs. A1 and barrel cortex), stimulus modality (visual vs. auditory and tactile), and

stimulus type (naturalistic vs. artificial). Since cortical state is likely multidimensional and SI mea-

sures only one such dimension (Harris and Thiele, 2011), it is also possible that there were other

undetected changes in cortical state in the two recordings in Figures 6.14–6.15 but not in those

reported in the literature (or vice versa). Such undetected changes might account for some of these

opposing results.

The species difference may be the most important. Cats have greater columnar organization

of stimulus features in V1 than do rodents: cats have ocular dominance and orientation columns

that rodents lack (Horton and Adams, 2005). Up phases in the synchronized state can manifest as
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waves of activity travelling across the cortical surface (Petersen et al., 2003; Massimini et al., 2004;

Benucci et al., 2007; Xu et al., 2007; Luczak et al., 2007; Mohajerani et al., 2010), while oriented

visual stimuli can evoke standing waves of activity aligned to orientation columns (Benucci et al.,

2007). Presumably, stimulus-evoked standing waves are absent in species that lack orientation

columns, including rodents. Perhaps an interaction between these travelling and standing waves of

activity in the synchronized state increases the temporal precision and reliability of stimulus-evoked

responses in cat V1 relative to rat V1. This hypothesis predicts that responses in the synchronized

state of anesthetized ferret and primate V1, which also have orientation columns, should also be

more precise and reliable than in the desynchronized state.

These opposing results are surprising because neural responses in awake animals are known to

be stronger and more synchronized in alert than in quiescent animals, and to attended than to

unattended stimuli (Roelfsema et al., 1998; Fries et al., 2001; Cohen and Maunsell, 2009; Mitchell

et al., 2009; Chalk et al., 2010). The result presented here therefore conflicts with the hypothesis

that the synchronized and desynchronized cortical states in anesthetized animals are respectively

analogous to quiescent and attending periods in awake animals (Harris and Thiele, 2011). Perhaps

the relationship is more complex than previously thought.

The present finding that responses are less precise and reliable during the desynchronized state

is consistent with Fiser et al. (2004). In awake freely viewing (supposedly highly desynchronized)

ferret V1, that study concluded that superficial layer multiunit firing patterns were dominated by

cortical state rather than stimulus. In other words, stimulus did little to affect multiunit responses

in the desynchronized state. However, during anesthesia in the same animals (supposedly in a

more synchronized state), stimulus had much more of an effect on multiunit responses. This only

indirectly agrees with Figures 6.14–6.15, because Fiser et al. (2004) did not show any trial raster

plots from which direct conclusions about precision and reliability might be made.

Marguet and Harris (2011) also found trial-averaged LFP to be more reliable in the desynchro-

nized state than the synchronized state. Although trial-averaged LFP was not calculated here,

doing so would be simple, and given the conclusions here on spike train reliability, it is likely that

for anesthetized cat V1, the trial-averaged LFP will also be more reliable in the synchronized state.

Almost by definition, PSTH correlations between cell pairs were higher on average in the syn-

chronized than desynchronized state, but only modestly (Figure 6.18). There is wide agreement on

this in the literature (Poulet and Petersen, 2008; Goard and Dan, 2009; Curto et al., 2009; Renart et

al., 2010; Marguet and Harris, 2011; Schölvinck et al., 2015; Pachitariu et al., 2015). Even though

PSTH correlations were only modestly influenced by cortical state, that influence was greater than

the particular choice of natural scene movie clip that was presented (Figure 6.19). Though perhaps

somewhat controversial, this conclusion agrees with a number of other studies (Arieli et al., 1996;

Fiser et al., 2004; Marguet and Harris, 2011; Okun et al., 2012). (Okun et al. (2012) is in a some-

what different context of spike correlations and multineuron words over the course of ferret visual

cortex development, but is still relevant. See Appendix B.)
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The conclusions made here are based on only 78 min of data from two recordings from the same

track. This was due to the paucity of desynchronized periods in the three tracks chosen for careful

spike sorting and detailed analysis (ptc15.tr7c, ptc22.tr1, ptc22.tr2). Other movie recordings from

these tracks had less dramatic cortical state changes, as exhibited by their LFP. They also seemed

to exhibit the same relationship between level of synchronization and temporal precision of response

events (not shown), but that relationship was less obvious. The surprising conclusion that responses

are more precise and reliable in the synchronized state should be strengthened by spike sorting

more tracks with greater periods of desynchronization (Figure 6.11), and therefore a greater chance

of spontaneously switching between synchronized and desynchronized states. Indeed, another 4

natural scene movie recordings showed sudden switches in cortical state (not shown), similar to

those shown in Figures 6.9 & 6.10. These totalled an additional 130 min of recording, from 4 more

tracks from 2 more cats (ptc17.tr2b, ptc18.tr1, ptc18.tr2c, ptc22.tr4b). Preliminary spike sorting

of these additional recordings (courtesy of Catalin Mitelut) showed the same relationship between

cortical state and spiking response precision and reliability as in Section 6.6 (not shown), thereby

strengthening the above conclusion.

The third cell in Figure 6.14 (rightmost column) was classified as an LGN afferent, yet it was

clearly modulated by cortical state. Two other such cells were found. As part of the thalamus, the

LGN can drive cortical state changes (Steriade et al., 1991, 1993c; Hirata and Castro-Alamancos,

2010), but cortical state changes are not thought to directly affect the LGN, although indirect

influence via the thalamic reticular nucleus is possible (Steriade et al., 1993c). The cells classified

here as LGN afferents may therefore reflect state changes in LGN which subsequently drive changes

in cortical state.

The influence of cortical state on precision and reliability during presentation of artificial stimuli

was not examined here, partly because artificial stimuli such as m-sequence white noise movies,

drifting bars, and drifting gratings do not induce very precise or reliable responses compared to

natural scene movies. Nevertheless, this is something that could be examined in the future.

6.7.6 Clustering cortical states

Labelling cortical state as synchronized and desynchronized is a start, but is almost certainly overly

simplistic (Harris and Thiele, 2011). Future work should also partition especially the desynchro-

nized cortical state into further categories, given the large, sudden changes in LFP spectrograms

during desynchronized periods (Figures 6.9B & 6.10B), and the trimodality of the SI plots in some

tracks (Figure 6.11). Instead of using a simple power ratio of somewhat arbitrarily chosen high

and low frequency bands, the full distribution of power across frequencies, i.e., the PSD (Fig-

ure 6.8A), at each point in time could be characterized in a more sophisticated way. For example,

a high dimensional data set could be generated by collecting LFP PSDs at all points in time in

all recordings in all tracks (or perhaps separately for each track). If 1 Hz wide frequency bands

were used from 0 to 100 Hz, this would create a 100 dimensional space varying over time. PCA
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or ICA or some other dimension reduction method could be applied to this space to extract the

top 2 or 3 most interesting or descriptive components. Upon mapping each point in time into this

low dimensional space, multiple clusters might emerge. Upon clustering of this dimension reduced

data (perhaps using GAC, Section 3.9.1), dimension reduction could be redone separately for each

cluster, creating a new space with perhaps further subclusters (akin to checking for undersplit clus-

ters in Section 3.10.1). One such expected subclustering is the distinction between up and down

phases within the synchronized state, but there may be many more. Differences in PSDs across

channels could also be exploited to characterize cortical state as a function of depth. All of this

could allow for a (potentially nested) multidimensional metric of cortical state as a function of time,

and a simultaneous increase in the number of labelled states, each potentially having a different

computational role.
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7 Conclusion

This thesis examined the use of silicon polytrodes for large-scale extracellular recordings of local

populations of neurons in anesthetized cat V1. A wide variety of both artificial and naturalistic

visual stimuli were used (Section 2.4), and a new divide-and-conquer spike sorting method was

devised to translate correlated multisite extracellular potential waveforms into sorted spikes from

isolated single units (Chapter 3). From stimulus and recording, to spike sorting and analysis, many

steps were taken to minimize bias in the characterization of patches of V1. Many results concurred

with previous studies, but some results were surprising.

Mean firing rates were surprisingly low and lognormally distributed, supporting the theory of

sparse coding (Section 4.3). There was also evidence for neural shift work, which could be a useful

strategy for physiological maintenance or network stability (Section 4.6.2). 65 µm site spacing was

found to be too great to fully capture the local neuronal population (Section 4.4), suggesting that

future polytrodes should use a higher density of electrode sites to decrease the chance of missed

cells. Surprisingly, orientation tuning strength was inversely correlated with stimulus-evoked log

firing rates (Section 4.5), demonstrating the utility of low-rate cells.

Cells could be classified into at least 2 and possibly up to 4 different types based on their

spike shape (fast, slow, fast asymmetric, slow asymmetric; Section 5.2), and into 4 types based

on their spatiotemporal receptive fields (simple, complex, LGN afferent, unknown; Section 5.4).

Spatial extent of 2D spatially localized multichannel spike waveforms was not useful for classifying

cells (Section 5.3). Approximately equal numbers of cells were classified as simple, complex, and

unknown RF type, with only 5% classified as LGN afferents. Cells classified as unknown RF type

may have been mostly complex cells damaged by polytrode insertion.

Natural scene movies evoked sparse and reliable spike patterns in most cells that were active,

with temporal precision measured in milliseconds (Section 6.2), lending support to the importance

of spike timing in cortical neural coding. Spontaneous changes in cortical state (Section 6.4) played a

major role in these responses. Consistent with other reports, up/down phases were present during

the synchronized state, and absent during the desynchronized state (Section 6.5). Contrary to

reports in other preparations, responses were more precise, sparse, and reliable in the synchronized

state than in the desynchronized state (Section 6.6). Pairwise correlations of natural scene movie

responses between most cells were close to zero, but mean correlations across the population were

slightly positive. Correlations were lower than expected between simple and complex cells, and

higher than expected between complex cells (Section 6.3), challenging the hierarchical model of

complex cells and supporting a recurrent model instead (Section 6.7.2). Response correlations were

influenced more by cortical state than by the specific natural scene movie presented (Section 6.6),

providing further evidence of the importance of cortical state.
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Although bias was minimized in as many ways as practically possible, some bias inevitably

remained. For example, due to time and space limitations, this study focused on only 3 tracks

from 3 hemispheres in 2 cats, resulting in 245 isolated cells. Increasing the number of cells, tracks,

and cats requires further spike sorting, but is a top priority as it would strengthen many of the

conclusions in Chapters 4–6.

Despite long-duration recordings at fixed positions and substantial effort dedicated to detecting

low-rate cells, neuronal yields were still < 15% of the known anatomical number of neurons within

isolatable recording range (Section 4.6.1). One possible source of remaining bias was that 65 µm

electrode site spacing selected for cells with large open extracellular potential fields, and against

those with small closed fields. Fortunately, the solution to this is relatively simple: use a polytrode

design with lower electrode site spacing. Balancing this against the desire to simultaneously record

from all cortical layers will require more electrode sites in future experiments. Since polytrodes

(e.g., Buzsaki256 probe, NeuroNexus, Ann Arbor, MI) and neurophysiological recording systems

(e.g., RHD2000 system, Intan Technologies, Los Angeles, CA) with up to 256 sites and channels

are now easily and relatively cheaply available, this should not be a major obstacle. Higher channel

counts may increase the overall amount of time required for spike sorting, but greater channel

densities may make it easier to distinguish neighbouring neurons and may therefore decrease the

amount of spike sorting time required per neuron.

Polytrode tissue damage was likely another big source of remaining bias, one that is more

difficult to overcome. Damage could be mitigated in a variety of ways. One way is to insert

the polytrode at a much slower rate, on the order of 10 µm/min or less (Schjetnan and Luczak,

2011; Berényi et al., 2014), which may reduce damage associated with dimpling. Another is to

use narrower polytrodes. The ∼ 200 µm shank width of the polytrodes used here is at least twice

that of most other designs, and failed to isolate cells in several attempted experiments in urethane-

anesthetized rat V1. In comparison, many other groups have had success with narrower polytrodes

in rat cortex (Section 4.6.1). If the 200 µm shank width is responsible for such a radical difference

in neuron yield in rat cortex, it could also easily affect yield in cat V1, but perhaps less radically.

At least one sufficiently long high-density polytrode design of narrower width is available (A1x64-

Poly2-6mm-23s-160, Anton Sirota lab, manufactured by NeuroNexus, Ann Arbor, MI) which tapers

to a maximum width of 115 µm.

Most of the width of a polytrode is to provide space for non-overlapping conductors from each

of the electrode sites up to the headstage connector. Ideally, conductor requirements should not

dictate shank width, and polytrode shanks should be no wider than the desired site spacing (<

38 µm in the above design). This would require either much narrower conductors, or a multilayer

design, or some combination of the two. Given that these are passive low current conductors,

such changes could lead to undesired coupling between neighbouring conductors (but see Du et

al. (2011)). The ultimate solution to this problem might require active electronics, perhaps a

current buffer stage located immediately adjacent to each electrode site. Unfortunately, given the
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specialized nature of polytrodes and their low manufacturing volumes, this would likely result in

greater costs per polytrode, which are fragile and easily broken during handling.

Given the dramatic influence of cortical states on spiking responses (Section 6.6), further work

should carefully control for cortical states, manipulate them experimentally, and classify them with

greater fidelity than simply synchronized vs. desynchronized (Section 6.7.6). Spike correlations

(Appendix B) are widely used to infer functional connectivity (Barthó et al., 2004; Du et al., 2011)

and to explain population spike patterns (Schneidman et al., 2006; Shlens et al., 2006; Yu et al.,

2008; Ohiorhenuan et al., 2010; Berkes et al., 2011), yet they are very sensitive to changes in

cortical state (Goard and Dan, 2009; Harris and Thiele, 2011; Okun et al., 2012). Cortical state

should therefore be considered during spike correlation analysis. Great care should also be taken in

the application of anticholinergics, which induce extended periods of synchronization (Section 6.4).

During long duration anesthesia, short-term reduction of isoflurane levels may allow for controlled

periods of desynchronization without risk of loss of anesthesia (Section 6.7.3). More sophisticated

chronic recordings in unanesthetized animals in various waking and sleep states (awake behaving,

quiet resting, REM sleep, slow-wave sleep) might allow for a broader characterization of cortical

states, and more direct comparisons to cortical states from the same cells in the same animal under

anesthesia. This would help strengthen the argument that cortical state in anesthetized animals is

closely related to that in awake behaving animals, and that, for example, the desynchronized state

is closely related to attention (Harris and Thiele, 2011). Unfortunately, precisely controlling the

projection of visual stimuli onto the retina of awake or sleeping animals is very difficult, yet doing so

is necessary to gauge the temporal precision and reliability of spiking responses to repeated natural

scene movies in such animals.

Moore’s law describes the exponential growth of the number of transistors that can be packed

into a single integrated circuit, with a doubling time of about 2 years. Although the growth

rate of neuronal recording technology, as measured by the maximum number of simultaneously

recordable neurons, is slower than Moore’s law, it too is exponential, with a doubling period

of roughly 7 years (Stevenson and Kording, 2011). Within just a few years, polytrodes could

consist of hundreds of electrode sites and dozens of shanks, perhaps multisided or circular, allowing

simultaneous monitoring of thousands of neurons (Einevoll et al., 2012) from ever larger but mostly

contiguous volumes of grey matter.

Like most technologies, the silicon polytrodes used here for large-scale neuronal recording will

eventually be supplanted by a superior technology. Two-photon calcium imaging is currently limited

by both its recording depth and its reliance on the slow calcium signal which prevents detection of

temporally precise spike patterns (Section 1.1). While the former limitation is improving, the latter

remains a greater challenge. Temporal resolution might be improved by developing a genetically

engineered fluorophore whose change in fluorescence directly corresponds to change in membrane

potential, analogous to voltage-sensitive dye recordings used at coarser spatial scales (Arieli et

al., 1995, 1996; Mohajerani et al., 2010). Such a fluorophore would not only allow detection of
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arbitrarily fine spike patterns, but might also provide optical access to the subthreshold membrane

potential, combining the best of both intracellular and extracellular electrophysiology. Such an

advance, combined with its lack of tissue damage, would allow two-photon imaging to leapfrog

polytrodes for large-scale monitoring of neuronal populations.

A more exotic proposal for large-scale recording might involve molecular “ticker tape”, in which

a constant rate of copying of DNA by polymerase in a neuron is interrupted by copying anomalies

on every occurrence of a spike (Kording, 2011). This nucleotide signal could then be read out

offline by independently sequencing the DNA of each neuron to obtain its temporal pattern of

spikes. Another exotic possibility is nano-scale magnetic resonance imaging (McGuinness et al.,

2011; Hemmer, 2013), in which tiny ultra-pure diamonds with engineered defects can be used as

highly sensitive room temperature magnetometers, capable of detecting changes in the magnetic

spin of small numbers of nearby electrons or protons using pulsed optical and radio frequency

stimulation and readout. These nanodiamonds might be embedded in cell membranes to provide

high-speed non-invasive readout of membrane potential from many neurons at a time.

While ever-improving recording technology will help reduce bias in our understanding of the

brain, care must also be taken with all experimental and analytical methods to do the same. As the

number of simultaneously recorded cells increases, the number of pairwise interactions to analyze

increases with its square. The combinatorial explosion involved in the analysis of such data could

prove to be more challenging than the technological developments or the experiments themselves.

However these problems are tackled, the study of a system as complex as the brain demands the

utmost care and attention towards minimizing bias wherever possible.
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Appendix A Receptive field stability

t = 0.1 h t = 12.6 h t = 14.2 h

Figure A.1: Long duration
RF stability demonstrated by
simple cells with non-zero
STAs. The layout is simi-
lar to Figure 5.6, but here
3 recordings (left , middle ,
right) from the same track
(ptc15.tr7c) are shown, and
each row corresponds to the
same neuron for all 3 record-
ings. Only the 21 cells with
non-zero STAs for all three
recordings are shown. Each
recording began at the time
shown and lasted 22 min.
The first 4 reverse correla-
tion time ranges, each 20 ms
in duration, are shown for
each recording. The size of
the m-sequence movie was in-
creased between the first and
second recordings (from 6.4◦

to 12.7◦ across) and the on-
screen position of the movie
was shifted by 2.9◦ up and
to the right to better cen-
ter the RFs. The physi-
cal screen position was shifted
slightly between the second
and third recordings. Visu-
ally discounting these shifts in
size and position, the simple
cell RFs shown remained rea-
sonably stable.
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Appendix B Spike correlations

Spike correlations of active neurons were measured by binning and digitizing their spike trains

(Schneidman et al., 2006; Shlens et al., 2006), resulting in binary code trains of 0s and 1s (Fig-

ure B.1). Correlation coefficients were calculated from these using Pearson’s correlation (Equa-

tion 6.1), where x and y were the binary code trains of two neurons. Bins were 20 ms wide.

Figure B.1: Spike trains for each neuron (top) are binned at 20 ms and digitized to create
a temporal binary code (rows, lower panel). If a neuron spikes one or more times within a
time bin, its activity is represented by a 1 for the duration of that bin. Otherwise, its activity is
represented by a 0. Taking the binary codes of all the neurons together, the spiking state of the
network at any time bin can be represented as a binary word (columns, lower panel).

Mean spike correlations in local neural populations in anesthetized cat V1 were very weak but

positively skewed (ρ̄ < 0.025) (Figure 3.1; Spacek et al., 2007; Spacek and Swindale, 2011, 2012),

in line with other reports in V1 (Yu et al., 2008; Ohiorhenuan et al., 2010), S1 and A1 (Renart et

al., 2010), and in RGCs (Schneidman et al., 2006). In addition to their sensitivity to spike sorting

quality, Figure 3.1 also suggests that, contrary to Schneidman et al. (2006), spike correlations may

be stimulus dependent. They may also be very sensitive to cortical state (Section 6.4; Renart et

al., 2010; Harris and Thiele, 2011; Schölvinck et al., 2015), but this was not explored here.

This method of calculating spike correlations is similar but not completely equivalent to taking

the cross-correlogram of a pair of cells and counting the fraction of spikes coincident within the time

range of interest. The difference is that cross-correlograms are temporally aligned to the spikes of

one of the cells, while the above binary code method with its uniformly spaced time bins is not.

178



Appendix C Software

The work presented in this thesis required the development of 3 major software projects (Spacek

et al., 2009): dimstim, for controlling visual stimuli; spyke, for waveform visualization and spike

sorting; and neuropy, for spike, LFP and stimulus data analysis. The source code and version

control history of all 3 are freely available online. Each project is briefly described here.

C.1 dimstim

Dimstim (http://dimstim.github.io) is a Python package for presenting multidimensional visual stim-

uli with high temporal precision. It relies on the Vision Egg library (http://www.visionegg.org;

Straw et al., 2006; Straw, 2008) to generate visual stimuli. Using strictly formatted Python scripts

(Figure C.1), dimstim allows the experimenter to specify exactly how each stimulus parameter

changes in time, and these details are sent from the stimulus computer to the acquisition computer

(Figure 2.1) in real time.

If certain parameters (e.g., orientation, spatial and temporal frequency of a drifting grating)

are to vary independently across trials during an experiment, each is assigned to its own stimulus

“dimension” in the experiment script (Figure C.1). Each dimension can be of different length (e.g.,

12 orientations, 6 spatial and 4 temporal frequencies), and when the experiment is run, all possible

combinations of the provided stimulus parameters (e.g., 288) will be presented in the specified

order. If a set of stimulus parameters all have the same number of values, they can be made to

covary by assigning them to the same dimension. To minimize response adaptation (Maffei et al.,

1973), the order of parameter values can be shuffled independently within each dimension.

Scripts are executed individually on the stimulus computer from the command line. Execution

triggers the acquisition computer to begin saving data to disk. Immediately before the stimulus

presentation (experiment) begins, dimstim sends a copy of the experiment script from the stimulus

computer to the acquisition computer as a detailed record of the experiment. Each particular

combination of stimulus parameter values is represented by a unique number, a stimulus “sweep”

index. This index is communicated to the acquisition computer using a digital output board

(DT340, Data Translations, Marlboro, MA) on every screen raster (5 ms for a 200 Hz refresh rate

screen). The screen raster, a pulse < 100 µs in duration, is used as a trigger for the acquisition

computer, and its arrival indicates the precise time at which the screen is updated. The sweep index

is saved by the acquisition computer using the same clock as the spike and LFP data (Blanche,

2005). This allows for precise correspondence between stimulus and response. To ensure that no

rasters are missed due to an issue with either stimulus or acquisition, a checksum is calculated

independently by the stimulus and acquisition computers from all of the sweep indices. The results

are compared at the end of the experiment to ensure that they are identical.
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# Static parameters remain constant during the experiment
s = StaticParams()
# pre-experiment duration to display blank screen (sec)
s.preexpSec = 1
# post-experiment duration to display blank screen (sec)
s.postexpSec = 1
# x coord of stimulus center relative to screen center (deg)
s.xorigDeg = dc.get("Manbar0", "xorigDeg")
# y coord of stimulus center relative to screen center (deg)
s.yorigDeg = dc.get("Manbar0", "yorigDeg")

# Dynamic parameters may vary from one sweep to the next
d = DynamicParams()
# grating orientation (deg)
d.ori = range(0, 360, 30)
# spatial frequency (cycles/deg)
d.sfreqCycDeg = [0.05, 0.1, 0.2, 0.4, 0.8, 1.6]
# temporal frequency (cycles/sec)
d.tfreqCycSec = [0.5, 1, 2, 5]
# grating phase to begin each sweep with (+/- deg)
d.phase0 = 0
# mean luminance (0-1)
d.ml = 0.5
# contrast (0-1), >> 1 gives square grating, < 0 reverses contrast
d.contrast = 1
# sweep duration (sec)
d.sweepSec = 6

# Assign dynamic parameters to stimulus dimensions
vs = Variables()
vs.ori = Variable(vals=d.ori, dim=0, shuffle=True) # dim is dimension number
vs.sfreqCycDeg = Variable(vals=d.sfreqCycDeg, dim=1, shuffle=True)
vs.tfreqCycSec = Variable(vals=d.tfreqCycSec, dim=2, shuffle=True)

runs = Runs(n=1, reshuffle=False) # run parameter combinations n times
bs = BlankSweeps(T=20, sec=2) # blank sweep every T sweeps for sec seconds
e = Grating(script=__file__, static=s, dynamic=d, variables=vs,

runs=runs, blanksweeps=bs) # create a Grating experiment
e.run() # run the experiment

Figure C.1: Example dimstim Python script for a drifting grating experiment. In this example,
grating orientation, spatial and temporal frequency are the only 3 parameters assigned multiple
values, and therefore the only ones to vary from one stimulus “sweep” (6 s in duration) to the next.
Each varies independently because each is set to a different dimension (second code block from
bottom). This script can be modified into a flashed grating experiment by setting the orientation
(ori) to vary from 0 to 180◦ instead of 0 to 360◦, setting the temporal frequency (tfreqCycSec)
to 0, setting the phase (phase0) to a range of values in degrees, and decreasing the sweep duration
(sweepSec). The stimulus is centered on-screen according to the position previously set by a
manually controlled oriented bar ("Manbar0") stimulus (Section 2.4). Some initialization code and
stimulus parameters are omitted for brevity. Comments are italicized.
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C.2 spyke

Spyke (http://spyke.github.io) is a Python application for visualizing, navigating, and spike sorting

high-density polytrode waveform data. Spyke relies on several free cross-platform libraries: NumPy

(Oliphant, 2006) for large numerical arrays; SciPy (Jones et al., 2001) and MDP (Zito et al., 2009)

for certain algorithms; Cython (Behnel et al., 2011) for fast low-level code; IPython (Pérez and

Granger, 2007) for an interactive shell; Qt (http://qt-project.org) for the GUI; matplotlib (Hunter,

2007) for 2D plotting; and PyOpenGL (http://pyopengl.sourceforge.net) for 3D plotting.

Screenshots of spyke are shown in Figures C.2 and C.3. A brief tutorial is available online. Some

functionality was inherited from Tim Blanche’s Delphi program “SurfBawd”. Spyke’s GUI is similar

to that of “Klusters” (http://neurosuite.sourceforge.net, Hazan et al., 2006) and “KlustaViewa”

(http://klusta-team.github.io), but the scope and some of the methods are quite different.

Memory usage was a major design limitation. An entire track could consist of over 100 GB of

data. Current consumer-grade computers can accept a maximum of 32 GB of RAM, so loading all

of this data into memory at once was not possible. Spyke works around this memory limitation

by only loading the raw waveform data when required from disk. Disk access is slow, but fortu-

nately on the fly loading (and interpolation, Section 3.3) need only happen during spike detection

(Section 3.4) and major realignment (Section 3.7). Since spike detection is fully automated, and

major realignment is only rarely required, on the fly loading rarely slows the user down. Once

spike detection is complete, the detected spike waveforms are small enough to all hold in memory

at once, allowing subsequent spike sorting steps to take place at maximum speed. The longest

sorted track (and the longest recorded track, Table 2.2) was ptc15.tr7c, which had ∼ 7M detected

events (Table 4.1). Each multichannel spike waveform (interpolated to 50 kHz) required about 1

kB of memory, resulting in 7 GB of memory usage in total. Other program requirements often put

total memory usage above 8 GB. Therefore, all sorting presented here could have been performed

on a computer with 12 GB of RAM, although most was performed with 32 GB.

GAC (Section 3.9.1), NDsep (Section 3.10.2), best fit realignment (Section 3.7), and calculation

of peak sharpness (Section 3.4) all required code loops too complex to be vectorized. For computa-

tionally intensive tasks, Python without vectorization is very slow compared to compiled languages

like C or Fortran. Cython (Behnel et al., 2011) works around this limitation by providing a syntax

very similar to Python. On program execution, Cython code is automatically translated into C

code and compiled. This makes it much easier for the programmer to convert computationally

intensive parts of Python code into C. GAC, NDsep, best fit realignment, and calculation of peak

sharpness were therefore all written in Cython.

GAC and NDsep were also parallelized for further acceleration on multicore CPUs. Code was

parallelized using multithreading within Cython, which relied on OpenMP (http://openmp.com,

Dagum and Menon, 1998). For GAC, the gradient ascent step moved each scout point indepen-

dently, which allowed the position of multiple scout points to be updated in parallel. However, due
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Figure C.2: Visualizing time series voltage waveforms with spyke. Top left : The main program
window, with the spike detection tab currently selected. Below that are 3 windows displaying
voltage waveforms. The first two display high-pass spike data in two different layouts. The spike
window (left) displays 1 ms of data in a 2D spatial layout, and the chart window (middle) displays
50 ms in a 1D vertical layout. The third window (right) displays 1 s of low-pass LFP data in a
1D vertical layout. All windows can be resized at will. Vertical positions of channels correspond
to each other in all 3 windows. The central highlighted area in the chart window corresponds to
the 1 ms time range in the spike window, and the central highlighted area in the LFP window
corresponds to the 50 ms time range in the chart window. Scrolling through the data in the main
window, or clicking a time point on which to center a waveform window, updates all 3 waveform
windows. Channels are enabled or disabled by right-clicking on them. Pointing at a channel displays
information such as the channel number and its physical position on the polytrode. After spike
detection is complete, raster lines are superimposed on the time series data (Figure 3.4). This is the
same time range of spontaneous data shown in Figure 2.3, taken from a 20 s sample file available
online. Scale bar: 1 ms, 100 µV.
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Figure C.3: Sorting detected spikes with spyke. Top left : The main window, with the clustering
tab selected. Dimension reduction and clustering controls are visible. Bottom left : The cluster
window showing three clusters (orange, green, magenta). Each point represents a spike in 3D cluster
space (PCA space in this example). The tooltip shows information about one particular spike and
its parent (magenta) cluster. Using the mouse, the view can be rotated, zoomed, and panned,
and spikes and clusters can be selected. The value of σc (Section 3.9.1) can also be manipulated
directly in this window using the mouse, and the central axes scale accordingly. Right : The sort
window is divided into two areas: a set of selection lists on the left, and a waveform display on
the right. Clockwise from top left, the lists represent clusters, spikes belonging to the selected
clusters, and unsorted spikes. Clusters marked as “good” (Section 3.10) are highlighted in the
cluster list in green, and selected clusters are highlighted in blue. The 3 selected numbers are the
IDs of the 3 clusters displayed in the cluster window, and their corresponding mean waveforms (±
2 standard deviations) are shown in the waveform display. Selected channels and spike time ranges
are represented by green horizontal lines underneath the waveforms (partly obscured). If specific
spikes are selected, their waveforms are also plotted. Scale bar: 1 ms, 100 µV.
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Figure C.4: GAC (Section 3.9.1) run time as a function
of σc and the number of points to cluster, N . The vertical
dashed grey line indicates a commonly used value of σc =
0.4. At that value, clustering 25,000 points took ∼ 0.5
s, 50,000 points took ∼ 1 s, and 100,000 points took ∼
2.5 s. Benchmarking was performed on a first generation
quad-core i7 laptop. The absolute run time at a given σc
and N depended on the particular distribution of points
in cluster space. The points for this figure were randomly
sampled from a “good” cluster with 155,000 spikes in it,
projected into 3D PCA space.

to the potential all-to-all interaction of points during the merge step, the merge step could not be

parallelized.

Several other techniques were used to accelerate GAC. Points were rescaled for use with a

pre-calculated lookup table to minimize computationally expensive division and exponentiation

operations. The first step executed was always the merge step, in order to reduce the number of

scout points before the first update step. Scout points that moved by a distance less than 10−5σc

on any iteration were deemed stationary and were skipped on subsequent update steps. Points

were sorted ahead of time along the first clustering dimension, typically the one with the greatest

variance (e.g., the first PC if clustering in PCA space). This allowed local neighbourhoods of points

to be defined more quickly for the local gradient calculation. Finally, in regions of high density

(> 1000 points in the local neighbourhood of a scout point), points were subsampled such that no

more than 1000 were used to calculate the local gradient.

The performance of spyke’s implementation of GAC as a function of σc and N is shown in

Figure C.4. Clustering N = 100, 000 points typically took ∼ 2.5 s on a consumer laptop, but most

clustering runs had fewer points than this. The implementation was therefore sufficiently fast for

interactive use.

C.3 neuropy

Neuropy (http://neuropy.github.io) is a command-line based Python program for interactive anal-

ysis of spike, LFP, and stimulus data. It relies on the IPython and matplotlib libraries for its

MATLAB-like interface (Figure C.5A). Both on disk and in neuropy, data are arranged in a hier-

archy (Figure C.5B), and each point in the hierarchy can be accessed as an attribute of its parent.

In Python, attributes are accessed via dot notation. For example, the command ptc15.tr7c.r92

accesses recording 92 of track 7c of animal ptc15.

Different kinds of analyses are available for different kinds of data in the hierarchy. For example,
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Neuron LFP Stimulus
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Figure C.5: A: Neuropy main window (left) and a tuning curve figure (right) for neuron 24
during recording 3 of track 1 of animal ptc22, generated by the last entered command (input line
3). This was the command used to generate the tuning curve in Figure 4.8A. A tooltip (bottom)
describes the cross-correlation histogram analysis and its arguments. B : Neuropy data hierarchy.

the sta() analysis is available to calculate and display the STA (Section 5.4) of each neuron in a

recording. The STA for recording ptc15.tr7c.r92 (an m-sequence white noise movie recording)

is calculated using the command ptc15.tr7c.r92.sta(). By default, this creates a figure window

with STAs of all of the neurons in that recording. This figure can then be saved to a .pdf or .png

file. The left panel in Figure 5.6 was generated using this command.

Analyses are controlled by passing arguments to them. Arguments provide required parameters,

or override default values of optional parameters. For example, the LFP spectrogram in Figure 6.9B

was generated with:

ptc22.tr1.r08.lfp.specgram(f1=59, figsize=(10, 2), title=False)

This sets the upper frequency limit to 59 Hz, the figure size to 10 × 2 inches, and disables the title.

It can be difficult to remember the names of all analyses and arguments. To deal with this, a

printout of attributes can be triggered by pressing the TAB key after a dot in a partial command.

TAB also triggers command completion. Typing the opening parenthesis of an analysis method

displays a tooltip (Figure C.5A) describing the analysis and all of its arguments. Like MATLAB,

command history is stored and individual commands can be recalled by pressing the up or down

key. Scripts were used to automate complex and repetitive tasks that could not be implemented

in the data hierarchy as a single analysis, such as pooling and analyzing data from specific types

of recordings across all tracks and animals. All of the scripts used to generate figures in this thesis

are included with neuropy.
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Appendix D Impedance meter

MUX
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Figure D.1: Impedance meter circuit. The circuit used two LT1012C op-amps: the first as a
buffer stage, and the second as a 100× gain stage. Four MAX308 multiplexers (MUX) were used
in combination to select the desired electrode site. Adapted from Blanche et al. (2005).

Voltage division of an AC signal across a resistor in series with a complex impedance to ground

is expressed by

v =
Z

Z +Rref
vs (D.1)

where Z = Z 6 φZ is the unknown test impedance and v = v 6 φv is the AC signal measured across

the test impedance. Both its amplitude v and phase φv are measured at vout. vs = vs 6 0◦ is a

sinusoidal source signal. It must be sufficiently small to ensure that excess current is not passed

through the electrode site, so as not to damage it. Its phase is used as the reference and is hence

set to 0◦. Rref is a reference resistor of known resistance. Its value is chosen such that it is roughly

equal to the magnitude of the test impedance Z, making the voltage divider maximally sensitive
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to changes in Z. Solving for Z and φZ gives:

Z =
vRref√

(vs − vcosφv)2 + (vsinφv)2
(D.2)

φZ = φv + arctan

(
vsinφv

vs − vcosφv

)
. (D.3)

All impedance testing was done at 1 kHz. Most non-faulty polytrode sites had impedance in

the range of 1 MΩ < Z < 1.5 MΩ at an angle of 70◦ < φZ < 85◦.

Note that Multichannel Systems (Reutlingen, Germany) and NeuroNexus (Ann Arbor, MI)

now both sell an impedance meter for testing silicon multisite electrode impedances across a

range of frequencies (nanoZ, http://www.multichannelsystems.com/products/nanoz; niPOD, http:

//neuronexus.com/images/niPOD.pdf). Also, Intan Technologies (Los Angeles, CA) includes rapid

in-situ impedance testing in its recent integrated headstage/amplifier/multiplexer chips (RHD2000

family, http://www.intantech.com/products RHD2000.html).
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Appendix E ACSF recipe

Chemical Amount

NaCl 7.88 g
KCl 0.40 g
MgCl2·6H2O 0.204 g
CaCl2·2H2O 0.264 g
HEPES-Na 1.302 g
dH2O 1000 mL

Table E.1: ACSF ingredients.

Combine and dissolve all ingredients listed in Table E.1. Adjust pH to 7.2–7.4 by adding 1M

HCl a few drops at a time.
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